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Theoretical background

In studies of historical language change causality is often devided into two domains: in-
ternal and external causes of change. In this view languages are generally closed systems
that inherit structural features from their proto-languages and follow ’natural’ or 'normal’
pathways of ’internal’ change, i.e. general principles of assimilation, analogical extension
and analogical leveling (see [6,7,11] for discussion). Language "external’ causes then refer
to language contact, i.e. child bilingualism or adult second language learning.

However, within a language as Complex Adaptive System (CAS) account [1,4] linguistic
structures emerge from the communicative interactions of speakers and hearers. Based on
this framework, the theoretical part of this presentation suggests that a) the internal/external
distinction of causes of change is misleading and b) that causes of change have to be sought
in the make-up of speaker populations, i.e. the accumulation of differing language learning
abilities. First and second language acquisition are paradigm examples of such differences
that can have repercussions on language usage and change [9,12,13].

Statistical modeling

Quantitative studies corroborated the language as CAS argument by correlating measures
of linguistic structure with measures of population structure and language contact [2, 3,
8]. These studies relied on the World Atlas of Language Structures [5] as a source of
linguistically meaningful response variables for statistical modeling. However, the WALS
often reverts to crude categorizations of linguistic features.

As an alternative, the methodological part of this presentation discusses lexical diversity
as meaningful linguistic concept. Lexical diversity relates to word frequency distributions
and is measured based on indices used in studies of biodiversity and in quantitative lin-
guistics, i.e. Zipf-Mandelbrot’s law [14], Shannon entropy [10] and type-token ratios.
To estimate the cross-linguistic range of lexical diversities, parallel translations of the Uni-
versal Declaration of Human Rights into 335 languages of ca. 50 different families are
used. Information about population structure is taken from a data set that comprises 226
languages for which native and non-native speaker numbers are given. To link lexical diver-
sities with non-native speaker ratios, three types of statistical model are discussed: simple
linear regression, linear mixed-effects and phylogenetic regression.

Though the statistical mantra of ’correlation is not causation’ still holds, this presentation
argues that qualitative and quantitative evidence can converge to elicit some of the causes
of language change and diversity.
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