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In machine learning, a statistical model F = FT : U 7→ Y is obtained from
training data T . Such a model F estimates for inputs u ∈ U (distributed according to
a random variable U) by Fu the output y ∈ Y (having the conditional distribution of
a random variable Y given U = u). For a Hilbert space Y, using the general definition
E(〈FU−E(Y |U), Y −E(Y |U)〉Y) of complexity of a statistical model F , and allowing
randomness in the machine learning method like e.g. in stochastic gradient descent, we
prove as an extension of [1] – under the assumption that the model FT does not depend
on the order of training data T – for a single randomly added data point (U, Y ) with
corresponding expected input-output map F(U,Y ) := ET̃ (FT ), where T = {(U, Y ), T̃},
the decomposition
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of the expected squared error plus twice the complexity into variance w.r.t training
data, squared bias and an unavoidable irreducible error inherent to the problem. This
fine-grained decomposition generalizes the classical decomposition of mean squared
error into squared bias and variance, and using this decomposition we provide a
mathematical explanation for the double descent phenomenon, for which Belkin et al.
[2] have first shown evidence.
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