
�����������	�
����

für Mathematik
in den Naturwissenschaften

Leipzig

The Douglas problem for parametric

double integrals

by

Matthias Kurzke and Heiko von der Mosel

Preprint no.: 30 2002





The Douglas problem for parametric double

integrals

MATTHIAS KURZKE∗

AND
HEIKO VON DER MOSEL∗∗

∗ Mathematisches Institut der Universität Leipzig
∗∗ Mathematisches Institut der Universität Bonn

Abstract
Let F be a parametric variational double integral and Γ ⊂ R

n be a
system of several distinct Jordan curves. We prove the existence of mul-
tiply connected, conformally parametrized minimizers of F spanned in
Γ by solving the Douglas problem for parametric functionals on mul-
tiply connected schlicht domains. As a by-product we obtain a simple
isoperimetric inequality for multiply connected F -minimizers, and we
discuss regularity results up to the boundary which follow from corre-
sponding results for the Plateau problem.
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1 Introduction and main results

We consider parametric variational functionals F of the form

FB(X) :=
∫

B
F (X,Xu ∧ Xv) dudv,(1.1)

where F is of class C0(Rn × R
N), n ≥ 3, N = n(n − 1)/2, satisfying the

homogeneity condition

F (x, tz) = tF (x, z) for all t > 0.(H)

We assume that F is positive definite, that is, there are constants m1,m2

with 0 < m1 ≤ m2 such that

m1|z| ≤ F (x, z) ≤ m2|z| for all (x, z) ∈ R
n × R

N .(D)

1
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Then FB(X) is well-defined by (1.1) for any domain B ⊂ R
2 and any map-

ping X ∈ H1,2(B, Rn), where

a ∧ b := (ajbl − albj)j<l ∈ R
N

denotes the bivector generated by the two vectors a = (a1, . . . , an), b =
(b1, . . . , bn) ∈ R

n. Moreover, the homogeneity condition (H) implies that
F is parameter invariant, i.e., invariant with respect to reparametrizations
by means of C1-diffeomorphisms with positive Jacobian, and even under
bi-Lipschitz transformations with positive Jacobian a.e.

The parametric integrand F is said to be semi-elliptic if and only if

F (x, ·) is convex on R
N for any x ∈ R

n.(C)

A special Lagrangian of this kind is the area integrand A(z) := |z|, which
leads to the area functional

AB(X) :=
∫

B
A(Xu ∧ Xv) dudv for X ∈ H1,2(B, Rn).(1.2)

We call a system Γ := 〈Γ1,Γ2, . . . ,Γk〉 consisting of k disjoint rectifiable
closed Jordan curves Γj ⊂ R

n, j = 1, . . . , k, a Jordan system.
Our aim is to find a multiply connected surface spanning the contour Γ

which minimizes the parametric functional (1.1). For the area functional
this problem is known as the Douglas problem or general problem of Plateau,
which was first attacked by Douglas [5], and then solved by Courant [2] for
the genus zero case, and by Shiffman in [16] prescribing an arbitrary genus.
Modern proofs and extensions can be found in the work of Tomi and Tromba
[17] and Jost [13], and we refer to Chapter 11 in [4] for a more complete
discussion of the Douglas problem. For a solution of this problem in the
context of surfaces of constant, or variable prescribed mean curvature, we
refer to Werner [18], and Luckhaus [15], respectively.

We are going to focus on the genus zero case, and will combine Courant’s
classical approach for minimal surfaces as described in [3, Ch.IV] with the
method of conformal approximation of parametric functionals, which was
first introduced in [8] and improved in [9] for the Plateau problem, and
recently used in [10] to treat partially free boundary value problems for F .
This approximation procedure allows us to avoid the use of any conformal
mapping theorem in our arguments.

Certain conditions on the solvability of the Douglas problem need to be
imposed as may be illustrated by the particular boundary configuration con-
sisting of two coaxial circles in parallel planes. Depending on the distance
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of the two planes either the (doubly connected) catenoid or the pair of span-
ning disks may have less area A, see, e.g., the discussion in [3, pp. 141-142].
This motivates the so-called Douglas condition to exclude degenerate solu-
tions consisting of two or more surfaces bounded by complementary parts
of Γ. Another technical problem arises from the fact that k-fold connected
domains of the same topological type may be of different conformal type for
k > 1, so that we are led to consider minimizing F over pairs of admissible
surfaces and domains.

To be more precise, we will restrict our attention to domains of the type

Br1,... ,rk
(p1, . . . , pk) := Br1(p1)\

k⋃
j=2

Brj(pj),

where Br(p) denotes the open ball in R
2 of radius r > 0 centred at the

point p ∈ R
2. If Brj(pj) ⊂ Br1(p1) and Brj (pj) ∩ Bri(pi) = ∅ for all i, j ∈

{2, . . . , k}, i 
= j, we call Br1,... ,rk
(p1, . . . , pk) a k-circle domain. We denote

the class of all such domains as Kk. A member of Kk with p1 = 0, r1 = 1 and
pj = 0 for some j ∈ {2, . . . , k}, is called a unit k-circle domain. The class of
unit k-circle domains will be denoted by K1

k. Note that K1
1 = {B1(0)}, and

that one can perform elementary Möbius transformations to see that every
k-circle domain is conformally equivalent to a unit k-circle domain.

We define the class of domains and surfaces admissible for the given
boundary contour Γ = 〈Γ1, . . . ,Γk〉 as

C(Γ) := {(B,X) : B ∈ Kk,X ∈ H1,2(B, Rn) ∩ C0(∂B, Rn)

X|∂B : ∂B
onto→ Γ is weakly monotonic1},

in contrast to the class of degenerate surfaces given by

C†(Γ) := {(B,X) : B =
s⋃

j=1

Bj , Bj ∈ Kkj
disjoint, s > 1,

s∑
j=1

kj = k, X ∈ H1,2(B, Rn) ∩ C0(∂B, Rn),

X|∂B : ∂B
onto→ Γ is weakly monotonic}.

1See [4, Vol.I, p. 231] for the notion of weakly monotonic mappings on the boundary.
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Setting

d(Γ) := inf
(B,X)∈C(Γ)

FB(X),

(1.3)
d†(Γ) := inf

(B,X)∈C†(Γ)
FB(X),

we say that Γ satisfies the Douglas condition for F if and only if

d(Γ) < d†(Γ).(1.4)

Notice that C†(Γ) 
= ∅, since Γ = 〈Γ1, . . . ,Γk〉 consists of rectifiable com-
ponents Γj , j = 1, . . . , k, each of which can be spanned by the harmonic
extension of the respective boundary representation, compare [4, Vol. I, pp.
233–234]. Hence the right-hand side of (1.4) is finite.

For technical reasons2 we impose a chord-arc condition on Γ, i.e., there
are numbers δ > 0, M ≥ 1 such that, for any two points P,Q ∈ Γ with
|P −Q| < δ, the shorter arc on Γ connecting P and Q, denoted by �(P,Q),
has length L(�(P,Q)) ≤ M |P − Q|.

Then we will prove the existence of conformally parametrized minimizers
of F in the class C(Γ) :

Theorem 1.1. (Existence) Suppose that F satisfies properties (H),(D)
and (C) and the Douglas condition (1.4) holds. Assume also that Γ satisfies
a chord-arc condition. Then there is a domain B ∈ K1

k and a pair (B,X) ∈
C(Γ) with

FB(X) = inf
C(Γ)

F .(1.5)

Moreover, X is conformally parametrized, that is, X satisfies

|Xu|2 = |Xv |2, and Xu · Xv = 0 a.e. on B.(1.6)

In principle, condition (1.4) can be verified for concrete boundary config-
urations. If, for example, Γ = 〈Γ1,Γ2〉 consists of two coaxial circles of
radius R in parallel planes which are a distance λ > 0 apart, then one can
compare the total area 2πR2 of the two spanning disks with the area 2πRλ
of the cylinder surface bounded by Γ. Using (D) it is easy to check that
λ < Rm1/m2 is sufficient for (1.4) to hold.

As a by-product of the existence proof we obtain the following simple
isoperimetric inequality for F-minimizing surfaces.

2The chord-arc condition is not necessary for k = 1 in our arguments in agreement
with the existence result proved in [8] and [9]. For k > 1 one could avoid this condition if
one had an a priori L∞-estimate for F-minimizers.
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Theorem 1.2. (Isoperimetric Inequality) Let F satisfy (D). Then for
any (B,X) ∈ C(Γ) satisfying (1.5) one has

AB(X) ≤ m2

4πm1

k∑
l=1

L2(Γl).(1.7)

Since regularity considerations are of local nature we can apply the regularity
results of [8] and [9] to obtain

Theorem 1.3. (Regularity) Let F satisfy (H),(D) and assume that Γ
satisfies a chord-arc condition. Then every conformally parametrized mini-
mizer of F in C(Γ) is of class C0,α(B, Rn)∩H1,q

loc (B, Rn) for some α ∈ (0, 1/2]
and some q > 2.

In addition, one can prove C1,α-smoothness up to the boundary of any con-
formally parametrized F-minimizer in the presence of a perfect dominance
function, if Γ ∈ C3, and if F ∈ C2(Rn × (RN −{0})) is elliptic, we refer the
reader to [9] and [11] for the details.

The present paper is organized as follows.
In Section 2 we present suitable versions of the Courant-Lebesgue Lemma

for sequences of multiply connected domains with boundary contours ap-
proximating a given contour in the Fréchet-sense. In addition, we prove
Courant’s compactness result for domains in K1

k. Guided by Courant’s ideas
we work out different methods to manipulate multiply connected surfaces
in Lemmas 3.1–3.3 of Section 3. In Section 4 we describe how to approx-
imate the minimization problem for F on C(Γ) by introducing additional
L∞-bounds, and by adding a small multiple of the Dirichlet energy to the
parametric functional F . The technical result Theorem 4.7 contains the key
ingredient, which, in combination with the Douglas condition (1.4), is used
later to exclude degenerate minimal sequences, since it implies Courant’s
condition of cohesion. The existence proof in Section 5 proceeds in three
steps: first we establish the existence of conformal minimizers for the per-
turbed functional under an additional L∞-bound in Lemma 5.1, then we
show how to remove the L∞-bound in Lemmas 5.2 and 5.3, before we prove
Theorem 1.1 approximating F by the perturbed functionals. The appendix
contains two technical lemmas about Jordan systems.

Acknowledgements. We would like to thank the Max-Planck Institute
for Mathematics in the Sciences Leipzig, the Graduiertenkolleg “Analysis,
Geometrie und ihre Verbindung zu den Naturwissenschaften” at the Uni-
versity of Leipzig, and the Sonderforschungsbereich 611 at the University of
Bonn for their generous support.



6 M. KURZKE, H. VON DER MOSEL

2 Definitions and preliminaries for the Douglas
problem

A sequence of k-circle domains {Bm} ⊂ Kk with

Bm = Br1,m,... ,rk,m
(p1,m, . . . , pk,m)

is said to converge to

B = Br1,... ,rk
(p1, . . . , pk),

i.e., Bm → B as m → ∞, if and only if there are permutations σm of the
set {2, . . . , k} such that for j = 2, . . . , k,

lim
m→∞ r1,m = r1, lim

m→∞ p1,m = p1, lim
m→∞ rσm(j) = rj, lim

m→∞ pσm(j) = pj.

A sequence {(Bm,Xm)} of domains Bm ∈ Kk and mappings Xm of class
H1,2(Bm, Rn) is called separating if for all ε > 0 there is m0 = m0(ε) ∈ N,
such that for each m > m0 there is a domain Dm ∈ Kk, a bi-Lipschitz
continuous mapping Tm : Bm → Dm, a closed Jordan curve cm ⊂ Dm not
homotopic to zero in Dm and bounding a Lipschitz domain in R

2, a represen-
tative Zm of Xm, such that Zm◦T−1

m |cm is continuous and coincides with the
boundary trace3 Xm ◦ T−1

m |cm on cm and satisfies diam (Zm ◦ T−1
m (cm)) < ε.

If a sequence {(Bm,Xm)}, with Bm ∈ Kk, X ∈ H1,2(Bm, Rn), possesses no
separating subsequence, it is said to be cohesive.

For X ∈ H1,2(B, Rn) the Dirichlet energy DB(X) is given by

DB(X) :=
1
2

∫
B
|∇X|2 dudv.(2.1)

We will repeatedly use the following version of the Courant-Lebesgue Lemma
for sequences of multiply connected surfaces with uniformly bounded Dirich-
let energy, a proof of which can be modelled after the proof for k = 1 in [4,
Ch. 4.4].

Lemma 2.1. (Courant-Lebesgue) Let Bm ∈ K1
k and Xm ∈ H1,2(Bm, Rn),

m ∈ N, be a sequence of k-times connected surfaces, such that there is a con-
stant M with

DBm(Xm) ≤ M < ∞ for all m ∈ N.

Let x0 ∈ R
2 and δ ∈ (0, 1) be fixed. Then for all m ∈ N there exists a set

Im ⊂ (δ,
√

δ) with L1(Im) > 0, and a representative Zm of Xm such that for
3For the definition of the boundary trace operator see, e.g., [19, Ch. 4.4].
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all ρ ∈ Im the mapping Zm is absolutely continuous on ∂Bρ(x0) ∩ Bm and
coincides4 with the boundary trace Xm|∂Bρ(x0)∩Bm

, and satisfies

|Zm(x0 + ρeiθ1) − Zm(x0 + ρeiθ2)| ≤
√

4M
log 1

δ

|θ1 − θ2|1/2(2.2)

for all θ1, θ2 ∈ {θ ∈ R : x0 + ρeiθ ∈ Bm}. In particular, for all ε > 0 there is
some number δ1 = δ1(ε) > 0, such that for all δ ∈ (0, δ1) there exists a set
Im ⊂ (δ,

√
δ) with L1(Im) > 0 such that

diam (Zm(∂Bρ(x0) ∩ Bm)) < ε for all ρ ∈ Im, m ∈ N.(2.3)

Denote w1 := (1, 0), w2 := (0, i), w3 := (−1, 0) ∈ B1(0) ⊂ R
2, and fix three

distinct points Pi ∈ Γ, i = 1, 2, 3, where Γ ⊂ R
n is a single (closed) Jordan

curve. For a sequence of Jordan curves Γm converging to Γ in the Fréchet-
sense as m → ∞ we say that a sequence of mappings Xm : B1(0) → R

n

with {(B1(0),Xm)} ⊂ C(Γm) satisfies a three-point condition for Pi ∈ Γ,
i = 1, 2, 3, if and only if

lim
m→∞Xm(wi) = Pi for i = 1, 2, 3.(2.4)

As a consequence of Lemma 2.1 important for controlling the boundary
values of sequences of surfaces we have

Corollary 2.2. Let {(B,Xm)} ⊂ C(Γm) with Γm → Γ in the Fréchet-
sense. Suppose that there is a constant M such that DB(Xm) ≤ M for all
m ∈ N. Then, if

(i) {Xm} satisfies a three-point condition in the case k = 1, where B =
B1(0), or if

(ii) {(B,Xm)} is cohesive in the case k > 1,

the sequence Xm|∂B is uniformly equicontinuous and contains a subsequence
converging uniformly to some vector-valued function X∗ ∈ C0(∂B, Rn) with
X∗ : ∂B → Γ weakly monotonic.

Proof:

Once we have shown the uniform convergence of a subsequence of the
Xm to X∗ the continuity and the weak monotonicity follows easily. In the

4For this statement we refer to [6, Vol. II, p. 232].
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case k = 1, B = B1(0), let ε0 := minj �=l |Pj − Pl|, and take m0 ∈ N so large
that, by the three-point condition,

min
j �=l

|Xm(wj) − Xm(wl)| ≥ ε0/2 for all m ≥ m0.(2.5)

By Lemma A.1 of the appendix we find for every ε > 0 a constant λ = λ(ε) >
0 and m1 = m1(ε) ∈ N such that for Qm

1 , Qm
2 ∈ Γm with 0 < |Qm

1 −Qm
2 | < λ

the shorter arc �(Qm
1 , Qm

2 ) ⊂ Γm connecting Qm
1 and Qm

2 satisfies

diam (�(Qm
1 , Qm

2 )) < ε for all m ≥ m1.(2.6)

Hence, if 0 < ε < ε0/2, then �(Qm
1 , Qm

2 ) contains at most one of the points
Xm(wj), j = 1, 2, 3, for all m ≥ m2 := max{m0,m1}.

Let δ0 ∈ (0, 1) be a fixed number with

2
√

δ0 < min
j �=l

|wj − wl|.(2.7)

For arbitrary ε ∈ (0, ε0/2) choose δ = δ(ε) > 0 such that√
4πM

log(1/δ)
< λ(ε) and δ < δ0.(2.8)

For z0 ∈ ∂B and m ≥ m2 let ρm ∈ Im ⊂ (δ,
√

δ) be such that for {zm, z′m} =
∂B ∩ ∂Bρm(z0)

|Xm(zm) − Xm(z′m)| ≤
√

4πM

log(1/δ)
,(2.9)

which is possible by Lemma 2.1. Then (2.8) implies that |Xm(zm)−X(z′m)| <
λ(ε), whence by (2.6) diam (�(Xm(zm),Xm(z′m))) < ε for all m ≥ m2.
Since ε < ε0/2 we know that �(Xm(zm),Xm(z′m)) contains at most one of
the points Xm(wj), j = 1, 2, 3, for all m ≥ m2. On the other hand by the
three-point condition, the second part of (2.8), by (2.7), and the weak mono-
tonicity of Xm|∂B , we know that Xm(∂B ∩ Bρm(z0)) contains at most one
of the points Xm(wj). Therefore Xm(∂B∩Bρm(z0)) = �(Xm(zm),Xm(z′m))
and

diam (Xm(∂B ∩ Bδ(z0))) < diam (Xm(∂B ∩ Bρm(z0))) < ε.

Since z0 ∈ ∂B was arbitrary, we get the equicontinuity on ∂B :

|Xm(w) − Xm(w′)| < ε for all w,w′ ∈ ∂B with |w − w′| < δ.
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From Xm(∂B) = Γm → Γ as m → ∞ we infer also that the mappings
Xm|∂B are uniformly bounded, and the Theorem of Arzela and Ascoli can
be applied to obtain a subsequence uniformly convergent to some continuous
vector-valued function X∗ : ∂B → Γ.

For k > 1 it suffices to show that the Xm are uniformly equicontinuous
on any one of the components β1, . . . , βk of ∂B. Relabeling and taking a
subsequence we may assume that Xm(βj) = Γj

m for all m, and that Γj
m → Γj.

Take an arbitrary x ∈ βj and some ε > 0, and let rj be the radius of βj.
Then according to Lemma A.1 of the appendix there is some λ = λ(ε) > 0,
and m1 = m1(ε), such that for all Qm

1 , Qm
2 ∈ Γj

m with 0 < |Qm
1 − Qm

2 | < λ :

diam (�(Qm
1 , Qm

2 )) < ε/2 for all m ≥ m1.(2.10)

Applying Lemma 2.1 we find δ1 > 0 such that for all

δ < min
{

δ1, 1, 4r2
j , 1

2 min
i�=l

dist 2(βi, βl)
}

,(2.11)

there is a set Im ⊂ (δ,
√

δ) with L1(Im) > 0 such that for all ρ ∈ Im

diam (Xm(∂Bρ(x) ∩ B)) < min{λ, ε/2} for all m ∈ N,(2.12)

and
Bρ(x) ∩ βν = ∅ for all ρ ∈ Im, ν 
= j,

where we tacitly assumed that Xm is already the representative which is
continuous and coincides with the boundary trace on ∂Bρ(x) ∩ B. Define
βj

ρ := βj ∩Bρ(x), and {Qm
1,ρ, Q

m
2,ρ} := Xm(∂Bρ(x)∩βj) for ρ ∈ Im. Then by

(2.12) and (2.10) we have for �(Qm
1,ρ, Q

m
2,ρ) ⊂ Γj

m,

diam (�(Qm
1,ρ, Q

m
2,ρ)) < ε/2 for all m ≥ m1, ρ ∈ Im.(2.13)

If we had Xm(βj\βj
ρ) = �(Qm

1,ρ, Q
m
2,ρ) for infinitely many m ∈ N, then the

curves
cρ,m := (βj\βj

ρ) ∪ (∂Bρ(x) ∩ B), for ρ ∈ Im

would not be homotopic to zero in B, and by (2.12),(2.13),

diam (Xm(cρ,m)) ≤ diam (�(Qm
1,ρ, Q

m
2,ρ)) + diam (Xm(∂Bρ(x) ∩ B))

< ε,
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contradicting our assumption that {(B,Xm)} is cohesive5. Hence Xm(βj
ρ) =

�(Qm
1,ρ, Q

m
2,ρ) for all (but finitely many) m ∈ N, which leads to

diam (Xm(βj ∩ Bδ(x))) ≤ diam (Xm(βj
ρ)) <

(2.13)
ε/2,

because ρ ∈ Im ⊂ (δ,
√

δ). Since x ∈ βj was arbitrary, this concludes the
proof. �

In order to control the domains for minimal sequences we will prove a
slightly generalized version of Courant’s compactness result [3, pp. 146–148]
for normalized unit k-circle domains.

Lemma 2.3. Let Γm → Γ in the Fréchet-sense, where Γm,Γ ⊂ R
n are Jor-

dan systems. Suppose that {(Bm,Xm)} ⊂ C(Γm) with Bm ∈ K1
k, Xm ∈

H1,2(Bm, Rn), is a cohesive sequence with DBm(Xm) ≤ M for all m ∈ N,
where 0 ≤ M < ∞ is a constant independent of m ∈ N. Then there is a
subsequence {Bmν} and a domain B ∈ K1

k such that Bmν → B as ν → ∞.

Proof: Since Γm → Γ in the Fréchet-sense, we may assume that Γm =
〈Γ1

m . . . ,Γk
m〉 with disjoint (closed) Jordan curves Γj

m converging to Γj ∈
Γ = 〈Γ1, . . . ,Γk〉 in the Fréchet-sense as m → ∞ for j = 1, . . . , k. Let

Bm = B1,r2,m,r3,m,... ,rk,m
(0, 0, p3,m, . . . , pk,m)

and by relabeling we can assume

Xm(∂Brj,m(pj,m)) = Γj
m.(2.14)

For m sufficiently large we have

dist (Γj
m,Γl

m) ≥ c/2 for j 
= l,(2.15)

where c := mini�=j{dist (Γi,Γj)}. Since |pj,m| < 1 and 0 < rj,m < 1 for all
j = 2, . . . , k and all m ∈ N, we can take a subsequence (again labeled by
m) such that

pj,m → pj ∈ B1(0), rj,m → rj ∈ [0, 1], for j = 2, . . . , k as m → ∞.

(2.16)

We need to show that Brj(pj) ⊂ B1(0) and Brj(pj) ∩ Brl
(pl) = ∅ for all

j, l ∈ {2, . . . k}, j 
= l. In other words we claim
5For the transformation Tm required in the definition of a separating sequence we can

simply take the identity map for all m. The condition (2.11) ensures that cρ,m bounds a
Lipschitz domain in R

2.
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(i) |pj − pl| > rj + rl,

(ii) |pj | + rj < 1,

(iii) 0 < rj

for all j, l ∈ {2, . . . , k}, j 
= l. Since Bm ∈ K1
k it is clear that 0 ≤ rj ≤ 1, |pj|+

rj ≤ 1 and |pj − pl| ≥ rj + rl, because the corresponding strict inequalities
hold for pj,m, rj,m for all m. To show (i)–(iii) we just need to exclude
equality, and for that we apply an indirect reasoning. Lemma 2.1 implies
that for all ε ∈ (0, c) there exists δ1 > 0 such that for all δ < min{δ1, 1},
x ∈ R

2 there is a set Im ⊂ (δ,
√

δ) with L1(Im) > 0 such that for all r ∈ Im,
Xm is continuous6 on (∂Br(x) ∩ Bm) ∪ ∂Bm, and

diam (Xm(∂Br(x) ∩ Bm)) < ε/2.(2.17)

Case A. There is at least one j ∈ {2, . . . , k} such that rj = 0. Let Lj :=
{l ∈ {1, . . . , k} : rl > 0}.
A1. If |pl − pj| > rl for all l ∈ Lj, l 
= 1, and if |pj| < 1, then we have for

δ := 1
2 min

⎧⎨
⎩δ1, 1, (min

l�=j
l∈Lj

{∣∣|pl − pj| − rl

∣∣})2
⎫⎬
⎭ ,(2.18)

for ρ ∈ Im ⊂ (δ,
√

δ), and for m sufficiently large,

Bρ(pj) ∩ Brl,m
(pl,m) = ∅ for all l ∈ Lj, l 
= 1, and(2.19)

Bρ(pj) ⊂ B1(0).(2.20)

Moreover, for all i ∈ {1, . . . , k} with ri = 0 and pi 
= pj we have

Bρ(pj) ∩ Bri,m(pi,m) = ∅ for all m sufficiently large.(2.21)

For all ν ∈ {1, . . . , k} with rν = 0 and pν = pj we have

Brν,m(pν,m) ⊂ Bρ(pj) for all m sufficiently large.(2.22)

By (2.19)–(2.22), and (2.17) for x := pj we obtain that the curve
∂Bρ(pj) is not homotopic to zero in Bm for m sufficiently large, but
with

diam (Xm(∂Bρ(pj))) < ε/2,
6As before we have identified Xm with the particular representative being continuous

and coinciding with the boundary trace on (∂Br(x) ∩ Bm) ∪ ∂Bm for each r ∈ Im.
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which is not possible since {(Bm,Xm)} is cohesive7.

A2. If |pl − pj | = rl for exactly one index l ∈ Lj , then take

δ := 1
2 min

⎧⎨
⎩δ1, 1, e−4πMλ−2(ε), (min

s�=l
s∈Lj

{∣∣|ps − pj| − rs

∣∣})2
⎫⎬
⎭ ,(2.23)

where λ(ε) is the constant appearing in Lemma A.1 in the appendix.
Consequently, applying this lemma we obtain for all m sufficiently
large

diam (�(Qm
1 , Qm

2 )) < ε/2(2.24)

for all Qm
1 , Qm

2 ∈ Γl
m with |Qm

1 − Qm
2 | <

√
4πM

log(1/δ) . Applying Lemma

2.1 we infer for all ρ ∈ Im ⊂ (δ,
√

δ) and for m sufficiently large

Bρ(pj) ∩ Brs,m(ps,m) = ∅ for all s ∈ Lj\{l},(2.25)

Bρ(pj) ∩ Bri,m(pi,m) = ∅(2.26)

for all i ∈ {1, . . . , k} with ri = 0, pi 
= pj. For all ν ∈ {1, . . . , k} with
rν = 0 and pν = pj we have as before

Brν,m(pν,m) ⊂ Bρ(pj) for all m sufficiently large.(2.27)

In addition,

|Xm(w1,m) − Xm(w2,m)| <

√
4πM

log(1/δ)
(2.28)

for {w1,m, w2,m} = ∂Bρ(pj) ∩ ∂Brl,m
(pl,m). Defining the arcs cρ,m :=

∂Bm∩Bρ(pj) we obtain curves γρ,m := cρ,m∪∂Bρ(pj) not homotopic to
zero, with diam (Xm(γρ,m)) < ε by (2.28), (2.24) and (2.17) for x := pj ,
contradicting the fact that {(Bm,Xm)} is a cohesive sequence.

7As before, to obtain a separating sequence here, and in the following cases, satisfying
all requirements in the definition one can take Tm := Id R2 for all m. Choosing δ sufficiently
small as done in (2.18) or in (2.23) we can ensure that the respective nonzero homotopic
curves bound a Lipschitz domain in R

2, since they consist of circular arcs that meet
transversally.
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A3. If |pl − pj| = rl for at least two indices l = l1, l2 ∈ Lj , then we
distinguish the two cases l1, l2 
= 1 and, say l1 = 1. In the former case
we obtain

rl1 + rl2 ≤ |pl1 − pl2| ≤ |pl1 − pj | + |pj − pl2|
= rl1 + rl2,

i.e., |pl1 − pl2 | = rl1 + rl2 . In the second case, we calculate using the
facts rj = 0, |pj| = 1, |pl2 − pj| = rl2, and |pl2| + rl2 ≤ 1,

|pl2 | + rl2 ≥ |pj| − |pl2 − pj | + rl2

= 1 − rl2 + rl2 = 1,

that is, |pl2| + rl2 = 1. In both cases we obtain

∂Brl1,m
(pl1,m) ∩ ∂Bρ(pj) 
= ∅, ∂Brl2,m

(pl2,m) ∩ ∂Bρ(pj) 
= ∅,(2.29)

for all ρ ∈ Im ⊂ (δ,
√

δ), δ sufficiently small, and m sufficiently large.
Thus, we find by (2.17) for x := pj

dist (Γl1
m,Γl2

m)
≤ dist (Xm(∂Brl1,m

(pl1,m)) ∩ ∂Bρ(pj)),Xm(∂Brl2,m
(pl2,m)) ∩ ∂Bρ(pj)))

< ε/2,

contradicting (2.15), since ε < c.

Case B. If rj > 0 for all j ∈ {1, . . . , k}, then we distinguish two situations:

B1. If |pi−pj| = ri+rj for some i 
= j, i, j ∈ {2, . . . , k}, then we argue as in
the first case of item A3 above using (2.17) for x := ∂Bri(pi)∩∂Brj (pj)
and m sufficiently large.

B2. If |pi| + ri = 1 for some i ∈ {2, . . . , k} then we argue as in the second
case of item A3 above, again by (2.17) this time for x := ∂B1(0) ∩
∂Bri(pi) and m sufficiently large.

�
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3 Manipulating multiply connected surfaces

For comparison arguments it is important to work on a fixed domain B ∈ K1
k,

for which we will prove the following Lemma guided by the ideas of Courant.

Lemma 3.1. Let Bm ∈ K1
k and Xm ∈ H1,2(Bm, Rn), m ∈ N, with Bm →

B ∈ K1
k and DBm(Xm) → d as m → ∞. Then there is m0 ∈ N such that

for m > m0 there exist bi-Lipschitz continuous mappings ζm : B → Bm with
the properties

(i) Zm := Xm ◦ ζm ∈ H1,2(B, Rn) for all m ∈ N,

(ii) DB(Zm) → d as m → ∞.

(iii) {(B,Zm)} is cohesive iff {Bm,Xm)} is cohesive.

Proof: Let

Bm := B1,r2,m,... ,rk,m
(0, p2,m, . . . , pk,m),

B := B1,r2,... ,rk
(0, p2, . . . , pk),

with pj,m → pj, and rj,m → rj for all j = 2, . . . , k. For

0 < s <
1
2

min
i�=j

dist (∂Bri(pi), ∂Brj (pj))

one has
B′ := B1,r2+s,... ,rk+s(0, p2, . . . , pk) ⊂ B,

and for i, j = 2, . . . , k, i 
= j

Brj+s(pj) ⊂ B1(0) and Brj+s(pj) ∩ Bri+s(pi) = ∅.

On the other hand, we find m0 ∈ N such that

Brj,m(pj,m) ⊂ Brj+s(pj) for all m > m0, j = 2, . . . , k.

For m > m0 define bi-Lipschitz continuous mappings ζm : B → Bm by

ζm(w) :=

{
w for w ∈ B′,
τpj,m−pj ,rj,m,rj ,rj+s(w − pj) + pj for w ∈ B ∩ Brj+s(pj),

(3.1)

where τp,r,a,R for r, a ∈ (0, R), p ∈ R
2, |p| + R < 1, has the properties
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(a) τp,r,a,R : BR(0)\Br(0) → BR(0)\Ba(p) is a diffeomorphism,

(b) For pn → 0 and an → 0 one has τpn,an,r,R → IdR2 in C1(BR(0)\Br(0)),

(c) τp,r,a,R(w) = w for w ∈ ∂BR(0).

One can easily check that such a mapping can be constructed in polar co-
ordinates w = ρeiθ ∼= (ρ, θ) as

(ρ, θ) �→ τp,r,a,R(ρ, θ) := p +
[
a +

ρ − r

R − r
(b(θ) − a)

]
eiθ,

where b(θ) is the positive solution of the quadratic equation R2 = |p +
b(θ)eiθ|2, for details see [14, pp. 13,14].

Statement (i) follows from the Lipschitz continuity of ζm and [19, Thm.
2.2.2], assertion (ii) from an explicit calculation of DB(Xm ◦ ζm), see [14,
Lemmas 2.8 and 2.13] for the details.

(iii) Any curve β ⊂ B not homotopic to zero corresponds to a curve
γm := ζm ◦ β ⊂ Bm not homotopic to zero and vice versa. If Xm is not
cohesive, then it must possess a separating subsequence Xmi . This implies
that the subsequence Zmi := Xmi ◦ ζmi is separating, so Zm is not cohesive.
We can argue in the same way starting with the assumption that Zm is not
cohesive. �

For technical reasons we introduce the sets

CK(Γ) := {(B,X) ∈ C(Γ) : |X| ≤ K a.e. on B} for K ∈ (0,∞].

Notice that C∞(Γ) = C(Γ).
We are going to show that we can replace small parts of a surface by

the constant map Z ≡ 0 without gaining too much energy. The Lemma is
formulated for general functionals with quadratic growth.

Lemma 3.2. Let GΩ(Y ) :=
∫
Ω G(Y,∇Y ) dudv be a functional with a La-

grangian G ∈ C0(Rn×R
2n) satisfying G(x, p) ≤ (µ/2)|p|2 for some constant

µ > 0, and let (B,X) ∈ CK(Γ) for some K ∈ (0,∞]. Then for any δ > 0
and p ∈ B there exists r0 ∈ (0,dist (p, ∂B)) depending on δ and on K such
that for any r ∈ (0, r0) there is (B,Zr) ∈ CK(Γ) with

(i) GB(Zr) < GB(X) + δ,

(ii) Zr|Br(p) ≡ 0.
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Proof: For p ∈ B there is R ∈ (0,dist (p, ∂B)) such that

DBρ(p)(X) <
δ

6µ
=: δ0 for all ρ ∈ (0, R).(3.2)

Take ρ ∈ (0, R) such that a representative of X (again denoted by X) is
absolutely continuous and satisfies |X| ≤ K on ∂Bρ(p).

Then choose H ∈ H1,2(Bρ(p), Rn) such that

(i) H − X ∈ ◦
H1,2(Bρ(p), Rn),

(ii) ∆H = 0 in Bρ(p).

By the maximum principle for harmonic functions we obtain

sup
Bρ(p)

|H| = sup
∂Bρ(p)

|H| = sup
∂Bρ(p)

|X| =: M,(3.3)

(hence M ≤ K,) and, using the Dirichlet principle,

DBρ(p)(H) ≤ DBρ(p)(X) < δ0.(3.4)

For some constant η < ρ to be chosen later set

hη2(s) :=

⎧⎪⎨
⎪⎩

1 if s > η,

1 + log η−log s
log η if η2 ≤ s ≤ η,

0 if s < η2.

Then the mapping

Zη2(w) :=

{
X(w) if |w − p| ≥ ρ,

hη2(|w − p|)H(w) if |w − p| < ρ

is of class H1,2(B, Rn) and (B,Zη2) ∈ C(Γ), since we can estimate for the
Dirichlet energy on Bρ(p) (writing hu for (hη2(|w − p|))u) using Hölder’s
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inequality and the Dirichlet principle

DBρ(p)(Zη2) =
1
2

∫
Bρ(p)

|huH + hHu|2 + |hvH + hHv|2 dudv

=
1
2

∫
Bρ(p)

[
(h2

u + h2
v)|H|2 + |h|2(|Hu|2 + |Hv|2)

]
dudv

+
∫

Bρ(p)
2hH · (huHu + hvHv)

]
dudv

≤ M2DBρ(p)(hη2) + DBρ(p)(H)

+2M

[∫
Bη(p)\Bη2 (p)

|∇h|2 dudv

]1/2 [∫
Bη(p)\Bη2 (p)

|∇H|2 dudv

]1/2

≤ M2DBρ(p)(hη2) + DBρ(p)(H) + 2M
√

2DBρ(p)(hη2)
√

2DBρ(p)(H) .

An easy calculation shows that 2DBρ(p)(hη2) = −2π/(log η) =: δ1(η), hence
by (3.4),

DBρ(p)(Zη2) ≤ M2δ1/2 + δ0 + 2M
√

δ1

√
2δ0.

Now we choose η0 so small that M2δ1(η) < 2δ0 for all η ∈ (0, η0), whence

DBρ(p)(Zη2) ≤ 6δ0 for all η ∈ (0, η0).(3.5)

Setting r0 := η2
0 we obtain for any r = η2 < η2

0 = r0

GB(Zr) = GB\Bρ(p)(X) + GBρ(p)(Zr)
≤ GB(X) + µDBρ(p)(Zr)
≤ GB(X) + 6µδ0 = GB(X) + δ,

and Zr|Br(p) = Zη2 |Bη2 (p) ≡ 0 by construction. Moreover, Zr(w) = X(w)
for |w − p| ≥ ρ, which implies |Zr(w)| ≤ K for a.e. w ∈ B\Bρ(p). On the
other hand, |Zr(w)| ≤ |H(w)| for |w − p| < ρ, hence by (3.3) |Zr(w)| ≤
sup∂Bρ(p) |X| ≤ K. Thus (B,Zr) ∈ CK(Γ). �

Essential for our existence proof in the following section is a “pinching”-
Lemma (modeled after Courant’s corresponding result for the Dirichlet en-
ergy) that allows us to contract a part of a surface contained in a small ball
to the center of that ball without gaining too much energy.

Lemma 3.3. Let (B,X) ∈ CK(Γ) and P ∈ BK(0) ⊂ R
n, δ > 0, ε0 > 0

be given. Then there is η0 ∈ (0,min{K, 1}) depending on the modulus of
continuity of F |BK(0)×Sn−1 , on Γ, δ, and on the value F ε0

B (X), such that for
every η ∈ (0, η0) there is a mapping Φη : R

n → R
n, such that
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(i) Φη(Γ) is a Jordan curve with ‖Φη(Γ) − Γ‖C0 < δ,

(ii) Φη ◦ X ∈ CK(Φη(Γ)),

(iii) Φη = IdRn on R
n\Bη(P ),

(iv) Φη ≡ P on Bη2(P ),

(v) F ε
B(Φη ◦ X) < F ε

B(X) + δ for all ε ∈ [0, ε0].

Proof: Define

ωF (σ) := max
{
|F (x, z) − F (y, z)| : x, y ∈ BK(0), z ∈ Sn−1, |x − y| ≤ σ

}
,

(3.6)

and choose η0 ∈ (0,K) so small that

max
{

1
m1

[ωF (η0) +
m2

| log η0| ],
3

| log η0|
}

<
δ

F ε0
B (X)

.(3.7)

Then, for η ∈ (0, η0) and x ∈ R
n, set Φη(x) := P + hη(|x − P |)(x − P ) with

hη(r) :=

⎧⎪⎨
⎪⎩

1 if r > η,

1 + log(η/r)
log η if η2 ≤ r ≤ η,

0 if r < η2.

(3.8)

Parts (iii) and (iv) follow immediately from this definition, and Part (i)
is proven in the appendix, Lemma A.2, as well as the weak monotonicity
of Φη ◦ X on ∂B. By [19, Thm. 2.1.11] Φη ◦ X ∈ H1,2(B, Rn) since Φη is
Lipschitz continuous, and Φη(X(w)) ∈ [P,X(w)] for any w ∈ B. This implies
|Φη(X(w))| ≤ K for a.e. w ∈ B, since both P and X(w) are contained in
BK(0) ⊂ R

n. This together with (i) proves Part (ii). It remains to show
Part (v). First notice that

|Φη ◦ X − X| ≤ η on B.(3.9)

Then we calculate on B∗ := {w ∈ B : η2 < |X(w) − P | < η}

[hη(|X − P |)]u = − 1
|X − P | log η

[
X − P

|X − P | · Xu

]
,

[hη(|X − P |)]v = − 1
|X − P | log η

[
X − P

|X − P | · Xv

]
,
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which implies

(Φη ◦ X)u = hη(|X − P |)Xu − 1
log η

[
X − P

|X − P | · Xu

]
X − P

|X − P | ,

(3.10)

(Φη ◦ X)v = hη(|X − P |)Xv − 1
log η

[
X − P

|X − P | · Xv

]
X − P

|X − P |
on B∗. Hence

(Φη ◦ X)2u = h2
η(|X − P |)X2

u +
1

(log η)2
[1 − 2hη log η]

[
X − P

|X − P | · Xu

]2

≤ h2
η(|X − P |)X2

u +
3

| log η|X
2
u on B∗, and

(Φη ◦ X)2v ≤ h2
η(|X − P |)X2

v +
3

| log η|X
2
v on B∗.

Thus, we can estimate the Dirichlet energy as

DB∗(Φη ◦ X) ≤ DB∗(X) +
3

| log η|DB∗(X)

≤
(3.7)

(1 +
δ

F ε0
B (X)

)DB∗(X).(3.11)

On the other hand by (3.9),(3.10),

(Φη ◦ X)u ∧ (Φη ◦ X)v = h2
η(|X − P |)Xu ∧ Xv

−hη(|X − P |)
log η

[
X − P

|X − P | · Xv

]
Xu ∧ X − P

|X − P |
−hη(|X − P |)

log η

[
X − P

|X − P | · Xu

]
X − P

|X − P | ∧ Xv.

For A,B,E ∈ R
n with |E| = 1, we have the estimate

|(B · E)A ∧ E + (A · E)E ∧ B| ≤ |A ∧ B|,

hence

(Φη ◦ X)u ∧ (Φη ◦ X)v = h2
η(|X − P |)Xu ∧ Xv + R(3.12)

with |R| ≤ | log η|−1|Xu ∧ Xv|.
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Using the assumptions (C),(D), and (H) on the parametric integrand F
we estimate on B∗

F (Φη ◦ X, (Φη ◦ X)u ∧ (Φη ◦ X)v)

=
(3.12)

F (Φη ◦ X,
1
2
(2h2

η(|X − P |)Xu ∧ Xv) +
1
2
2R)

≤
(C)

1
2
F (Φη ◦ X, 2h2

η(|X − P |)Xu ∧ Xv) +
1
2
F (Φη ◦ X, 2R)

=
(H)

h2
η(|X − P |)F (Φη ◦ X,Xu ∧ Xv) + F (Φη ◦ X,R)

≤
(H),(D)

h2
η(|X − P |)F (Φη ◦ X,

Xu ∧ Xv

|Xu ∧ Xv|)|Xu ∧ Xv| + m2

| log η| |Xu ∧ Xv|

≤
(D)

h2
η(|X − P |)

[
F (Φη ◦ X,

Xu ∧ Xv

|Xu ∧ Xv|) − F (X,
Xu ∧ Xv

|Xu ∧ Xv|)
]
|Xu ∧ Xv|

+
[
h2

η(|X − P |) +
m2

m1| log η|
]

F (X,Xu ∧ Xv)

≤
h2

η≤1,(D)

(
1 + m−1

1

[
ωF (η) +

m2

| log η|
])

F (X,Xu ∧ Xv)

≤
(3.7)

F (X,Xu ∧ Xv)(1 +
δ

F ε0
B (X)

).

Integrating over B∗ we arrive at

FB∗(Φη ◦ X) ≤ FB∗(X) + δ
FB∗(X)
F ε0

B (X)
,

and together with (3.7) and (3.11) this leads to

F ε
B∗(Φη ◦ X) ≤

(3.7),(3.11)
F ε

B∗(X) + δ
F ε

B∗(X)
F ε0

B (X)
≤ F ε

B∗(X) + δ

for all ε ∈ [0, ε0], since F ε
B∗(X) ≤ F ε

B(X) ≤ F ε0
B (X) for all ε ∈ [0, ε0]. �

4 Conformal approximation of parametric func-
tionals

We consider the conformally invariant functionals

F ε
B(X) := FB(X) + εDB(X) for ε ≥ 0 and X ∈ H1,2(B, Rn).
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Recall from the previous section the definition of the class CK(Γ) and define
analogously

C†
K(Γ) := {(B,X) ∈ C†(Γ) : |X| ≤ K a.e. on B}.

Set for ε ≥ 0 and K ∈ (0,∞]

dK(Γ, ε) := inf
(B,X)∈CK (Γ)

F ε
B(X) and d†K(Γ, ε) := inf

(B,X)∈C†
K (Γ)

F ε
B(X).

Notice that d∞(Γ, 0) = d(Γ) and d†∞(Γ, 0) = d†(Γ) by definition.
Considering separating sequences we define the infimum of F ε over all

such sequences as

d∗K(Γ, ε) := inf
(Bm,Xm)∈CK(Γ)

(Bm,Xm) sep.

lim inf
m→∞ F ε

Bm
(Xm)(4.1)

for ε ∈ [0,∞), K ∈ (0,∞].

Lemma 4.1. The mappings ε �→ dK(Γ, ε), ε �→ d†K(Γ, ε), and ε �→ d∗K(Γ, ε)
are nondecreasing, and

dK(Γ, 0) = lim
ε→+0

dK(Γ, ε) and d†K(Γ, 0) = lim
ε→+0

d†K(Γ, ε)(4.2)

for all K ∈ (0,∞].

Proof: The functions ε �→ dK(Γ, ε), ε �→ d†K(Γ, ε), and ε �→ d∗K(Γ, ε), are
nondecreasing on (0,∞), since for 0 < ε1 ≤ ε2 one has F ε1

B (X) ≤ F ε2
B (X) for

any (B,X) ∈ CK(Γ), 0 < K ≤ ∞. Hence the respective limits on the right-
hand side of (4.2) exist unless CK(Γ) = ∅, or C†

K(Γ) = ∅. In that case both
sides of the respective equation in (4.2) become infinite and we are done.
Since FB(X) ≤ F ε

B(X) for all ε ≥ 0, (X,B) ∈ CK(Γ), or (X,B) ∈ C†
K(Γ),

respectively, we have

dK(Γ, 0) ≤ lim
ε→+0

dK(Γ, ε) and d†K(Γ, 0) ≤ lim
ε→+0

d†K(Γ, ε)

If we had dK(Γ, 0) < limε→+0 dK(Γ, ε) then we could find (B,X) ∈ CK(Γ)
such that FB(X) < limε→+0 dK(Γ, ε). Consequently we could choose ε1 � 1
such that also

F ε1
B (X) < lim

ε→+0
dK(Γ, ε) ≤ d(Γ, ε1) ≤ F ε1

B (X),

which is absurd, i.e., dK(Γ, 0) = limε→+0 dK(Γ, ε). The same argument works
for d†K . �
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Lemma 4.2. Let K ∈ (0,∞] be a given number. Then the following holds:
If dK(Γ, 0) < d†K(Γ, 0), then for ε1 sufficiently small we have dK(Γ, ε) <

d†K(Γ, ε) for all 0 < ε ≤ ε1.

Proof: Assuming the contrary we find a sequence εi → 0 with dK(Γ, εi) ≥
d†K(Γ, εi) for all i ∈ N. Going to the limit i → ∞ we can use (4.2) to obtain

dK(Γ, 0) ≥ lim
εi→0

d†K(Γ, εi) = d†K(Γ, 0),

contradicting our assumption. �

Lemma 4.3. The mappings K �→ dK(Γ, ε), K �→ d†K(Γ, ε) and K �→ d∗K(Γ, ε)
are monotonically decreasing, have respective limits as K → ∞, and we have

lim
K→∞

dK(Γ, ε) = d(Γ, ε) and lim
K→∞

d†K(Γ, ε) = d†(Γ, ε)(4.3)

for all ε ≥ 0.

Proof: It suffices to show the claim for dK(Γ, ε), the result for d†K(Γ, ε)
follows by induction on the components. The function K �→ dK(Γ, ε) is
decreasing and bounded from below for each ε ≥ 0. Moreover,

0 ≤ d(Γ) ≤ d(Γ, ε) ≤ dK(Γ, ε) for all K ∈ (0,∞], ε ≥ 0.

Hence the limits
d∞(ε) := lim

K→∞
dK(Γ, ε)

exist and

d(Γ, ε) ≤ d∞(ε) ≤ dK(Γ, ε) for all ε ≥ 0, K ∈ (0,∞].(4.4)

To prove the claim we assume to the contrary that d∞(ε) > d(Γ, ε) for some
ε ≥ 0. Then we find (B,X) ∈ C(Γ) such that

d∞(ε) > F ε
B(X) ≥ d(Γ, ε).(4.5)

For η ∈ (0, d∞(ε) −F ε
B(X)) we find δ > 0 such that

(m2 + ε)DE(X) ≤ η for all E ⊂ B with L2(E) < δ,(4.6)
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since X ∈ H1,2(B, Rn). Moreover, we have for K ≥ 0

K2L2({w ∈ B : |Xi(w)|) ≥ K}) ≤
∫
{|Xi(w)|≥K}

|X(w)|2 dudv ≤ ‖X‖2
L2 .

(4.7)

Thus we may choose K0 > ‖Γ‖∞ so large that the set

κ :=
n⋃

i=1

{w ∈ B : |Xi(w)| ≥ K0}

has measure

L2(κ) < δ.(4.8)

Then the truncated surface Y with the components

Y i(w) :=

{
sign (Xi(w))K0 if |Xi(w)| ≥ K0,

Xi(w) if |Xi(w)| < K0,

is in the class C√nK0
(Γ), and satisfies

F ε
B(Y ) = F ε

B\κ(Y ) + F ε
κ(Y )

≤ F ε
B\κ(X) + (m2 + ε)Dκ(Y )

≤ F ε
B(X) + (m2 + ε)Dκ(X).

Thus we infer from (4.6) and (4.8) that

d√nK0
(Γ, ε) ≤ F ε

B(Y ) ≤
(4.6)

F ε
B(X) + η < d∞(ε)

by our choice of η, contradicting (4.4) for K :=
√

nK0. �

A similar argument as in the proof of Lemma 4.2 leads to

Corollary 4.4. Let ε ≥ 0 be arbitary. If d(Γ, ε) < d†(Γ, ε), then there
exists K1 ∈ (0,∞) such that dK(Γ, ε) < d†K(Γ, ε) for all K ∈ [K1,∞].

Lemma 4.5. Let ε ≥ 0 and K ∈ (0,∞] be arbitrary, and supposse that
{(Bm,Xm)} ⊂ CK(Γm) is cohesive with

DBm(Xm) ≤ C for all m ∈ N,(4.9)

where C does not depend on m. Then there exist B ∈ K1
k, X ∈ H1,2(B, Rn)

such that

dK(Γ, ε) ≤ F ε
B(X) ≤ lim inf

m→∞ F ε
Bm

(Xm).(4.10)
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Recall that for k = 1 one has K1
k = {B1(0)}, hence all sequences {(Bm,Xm)} =

{(B1(0),Xm)} ⊂ CK(Γm) are cohesive for k = 1.
Proof: For k = 1 we may assume that the Xm satisfy a three-point

condition for preassigned distinct points Pi ∈ Γ, i = 1, 2, 3. Thus by (4.9)
and a suitable version of Poincaré’s inequality and Corollary 2.2 we find
a surface X ∈ H1,2(B1(0), Rn) ∩ C0(∂B1(0), Rn) with a weakly monotonic
boundary mapping X|∂B1(0) : ∂B1(0) → Γ and with

Xmν ⇀ X in H1,2(B1(0), Rn),

Xmν |∂B1(0) −→ X|∂B1(0) in C0(∂B1(0), Rn)

for a subsequence mν → ∞. Hence |X(w)| ≤ K for a.e. w ∈ B1(0), and thus,
(B1(0),X) ∈ CK(Γ). This and the lower-semicontinuity result of Acerbi and
Fusco in [1] applied to the functional F ε

B imply (4.10).
For k > 1 we may assume that Bm ∈ K1

k for all m ∈ N by elementary
Möbius transformations.

We deduce from (4.9) that

DBmν
(Xmν ) −→ D ∈ [0, C] as ν → ∞(4.11)

for a subsequence, and taking a further subsequence we may assume that

lim
ν→∞F ε

Bmν
(Xmν ) = lim inf

m→∞ F ε
Bm

(Xm).(4.12)

Thus by Lemma 2.3 we can find a unit k-circle domain B ∈ K1
k and a

subsequence {Bl} ⊂ {Bmν}, such that Bl → B as l → ∞. Using the
reparametrized surfaces Zl ∈ H1,2(B, Rn) for l sufficiently large, constructed
according to Lemma 3.1, we find

DB(Zl) → D as l → ∞.(4.13)

A suitable version of Poincaré’s inequality yields a uniform bound on the
H1,2-norm of the Zl independent of l so that we find a surface Z ∈ H1,2(B, Rn)
such that (for a relabeled subsequence)

Zl ⇀ Z in H1,2(B, Rn) as l → ∞.

In addition, we can apply Corollary 2.2 to get

Zl|∂B → Z|∂B in C0(∂B, Rn) as l → ∞,

where Z|∂B is weakly monotonic, since the reparametrized sequence {(B,Zl)}
remains cohesive according to Part (iii) of Lemma 3.1. In addition, we have
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|Z| ≤ K a.e. on B, since |Zl| ≤ K for all l ∈ N. Consequently, Z ∈ CK(Γ),
and we may apply the lower-semicontinuity result of [1] valid for the func-
tional F ε

B to conclude

dK(Γ, ε) ≤ F ε
B(Z) ≤ lim inf

l→∞
F ε

B(Zl).(4.14)

The parametric invariance of F implies

F ε
B(Zl) = F ε

Bml
(Xml

) + ε(DB(Zl) −DBml
(Xml

)) for all l ∈ N,

hence by (4.11)–(4.13),

lim inf
l→∞

F ε
B(Zl) = lim inf

l→∞
F ε

Bml
(Xml

) = lim inf
m→∞ F ε

Bm
(Xm),

which proves (4.10) according to (4.14). �

Lemma 4.6. For all ε ≥ 0, 0 < K ≤ ∞ one has

dK(Γ, ε) ≤ d∗K(Γ, ε) ≤ d†K(Γ, ε).

Proof: The first inequality is obvious, since dK(Γ, ε) ≤ F ε
Bm

(Xm) for any
member (Bm,Xm) of a separating sequence in CK(Γ).

For the second inequality it suffices to consider the case k > 1, since for
k = 1 we have C†

K(Γ) = ∅, whence d†K(Γ, ε) = ∞ for any K ∈ (0,∞] and
ε ≥ 0.

Moreover, it is enough to prove the second inequality for s = 2 com-
ponents (see the definition of C†

K(Γ)), the rest follows from a simple in-
ductive argument over the number of components. Hence we may as-
sume that Γ = 〈Γ1,Γ2〉, and for δ > 0 we choose (B1,X1) ∈ CK(Γ1) and
(B2,X2) ∈ CK(Γ2), with B1 ∈ Kk1 and B2 ∈ Kk2 , where k1 + k2 = k, and
such that

F ε
B1

(X1) ≤ dK(Γ1, ε) + δ and F ε
B1

(X1) ≤ dK(Γ1, ε) + δ.(4.15)

Applying Lemma 3.2 for G := F ε we obtain new surfaces (B1, Z1) ∈ CK(Γ1),
(B2, Z2) ∈ CK(Γ2), such that there are balls Br1(p1) ⊂⊂ B1, Br2(p2) ⊂⊂ B2,
with Z1|Br1 (p1) ≡ 0, Z2|Br2 (p2) ≡ 0, and such that

F ε
B1

(Z1) ≤ F ε
B1

(X1) + δ and F ε
B2

(Z2) ≤ F ε
B2

(X2) + δ.(4.16)

Let B∗
2 be the reflection of B2 at ∂Br2/2(p2), and Z∗

2 be the reflected surface
defined on B∗

2 , i.e., Z∗
2 (w) := Z2(τ−1(w)) for w ∈ τ(B2), where τ denotes
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the reflection mapping at ∂Br2/2(p2). By dilation and translation which are
conformal mappings we can assume that ∂Br2/2(p2) = ∂Br1/2(p1), and we
introduce the k-circle domain B ∈ Kk by

B := (B1\Br1/2(p1)) ∪ B∗
2 .

Now define a mapping Y ∈ H1,2(B, Rn) by

Y :=

⎧⎪⎨
⎪⎩

Z1 on B1\Br1(p1),
0 on Br1(p1)\B∗

2 ,

Z∗
2 on B∗

2 ,

to obtain (B,Y ) ∈ CK(Γ). The conformal invariance of the functional F ε

and (4.16) imply

F ε
B(Y ) = F ε

B1\Br1 (p1)(Y ) + F ε
Br1 (p1)\B∗

2
(Y ) + F ε

B∗
2
(Y )

= F ε
B1\Br1 (p1)(Z1) + F ε

Br1 (p1)\B∗
2
(0) + F ε

B∗
2
(Z∗

2 )

≤
(4.16)

F ε
B1

(X1) + δ + 0 + F ε
B2

(X2) + δ

≤ d(Γ1, ε) + d(Γ2, ε) + 4δ.

Since Y maps the reflected image τ(∂Bρ(p1)) onto zero for all ρ ∈ (r1/2, r1),
the constant sequence (Bm, Ym) ≡ (B,Y ) ∈ CK(Γ) is separating8 by defini-
tion. Therefore

d∗K(Γ, ε) ≤ F ε
B(Y ) ≤ dK(Γ1, ε) + dK(Γ2, ε) + 4δ.

Since the partition Γ = 〈Γ1,Γ2〉 was arbitrary we obtain d∗K(Γ, ε) ≤ d†K(Γ, ε)
for all ε ≥ 0. �

The central result for the existence proof in the next section is

Theorem 4.7. Let Γm,Γ be Jordan systems with Γm → Γ in the Fréchet-
sense as m → ∞. Then

(i)
dK(Γ, ε) ≤ lim inf

m→∞
(Xm,Bm)∈CK(Γm)

F ε
Bm

(Xm).

8As before we can take the required bi-Lipschitz transformation Tm in the definition
of separating sequences to be the identity in the plane.
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(ii)
d†K(Γ, ε) = d∗K(Γ, ε),

for all ε > 0, 0 < K < ∞, and for all sequences {(Bm,Xm)} ⊂ CK(Γm).

Proof: (i) We prove the claim by induction over k. In the case k = 1 we
may take a sequence {(B1(0),Xm)} ⊂ CK(Γm) with

lim
m→∞F ε

B(Xm) = lim inf
m→∞ F ε

B(Xm) < ∞,

(if the right-hand side is infinite there is nothing to prove). This implies for
ε > 0

DB(Xm) ≤ c(ε) for all m ∈ N,(4.17)

where c(ε) is a constant depending on ε. Now (i) follows from Lemma 4.5.
For the induction step k − 1 �→ k we consider a sequence {(Bm,Xm)} ⊂

CK(Γm) with
lim

m→∞F ε
Bm

(Xm) = lim inf
m→∞ F ε

Bm
(Xm)

and we may apply elementary Möbius transformations to get Bm ∈ K1
k for

all m ∈ N.
We distinguish two cases:
Case A. Assume {(Bm,Xm)} ⊂ CK(Γm) is separating. Then (since

|Xm| ≤ K a.e. on Bm) there are points Qm ∈ BK(0) ⊂ R
n, domains

Dm ∈ Kk containing closed Jordan curves cm ⊂ Dm not homotopic to zero
in Dm and bounding a Lipschitz domain in R

2, bi-Lipschitz mappings Tm :
Bm → Dm, and constants ηm → 0 as m → ∞, such that a representative
Zm of Xm ◦T−1

m restricted to cm is absolutely continuous and coincides with
the boundary trace on cm, and satisfies

‖Zm − Qm‖∞,cm < η2
m.

Taking subsequences we may assume that Qm → Q ∈ BK(0) and adjusting
the constants ηm > 0 we get

‖Zm − Q‖∞,cm < η2
m.(4.18)

Let δi → 0 be a given sequence of numbers. Then, according to Lemma
3.3 we find for fixed ε > 0 and for each i ∈ N some number η0,i > 0, and
(taking a subsequence of the ηm above and relabeling) ηi < η0,i, mappings
Φηi : R

n → R
n, such that
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(i) Φηi(Γi) is a Jordan curve with

‖Φηi(Γi) − Γi‖C0 < δi,

(ii) Φηi ◦ Zi ∈ CK(Φηi(Γi)),

(iii) Φηi = IdRn on R
n\Bηi(Q),

(iv) Φηi ≡ Q on Bη2
i
(Q),

(v) F ε
Di

(Φηi ◦ Zi) < F ε
Bi

(Xi) + δi.

In particular, we have Φηi ◦Zi|ci ≡ Q for all i ∈ N. We define new surfaces9

Y 1
i ∈ H1,2(E1

i , Rn), Y 2
i ∈ H1,2(E2

i , Rn), by

Y 1
i :=

{
Φηi ◦ Zi ◦ τ−1 on τ(D1

i ) ⊂ E1
i ,

Q elsewhere on E1
i ,

and

Y 2
i :=

{
Φηi ◦ Zi on τ(D2

i ) ⊂ E2
i ,

Q elsewhere on E2
i ,

where

D1
i := int (ci) ∩ Di, D2

i := Di\D1
i ,

E1
i := int (τ(ci)) ∪ τ(D1

i ), E2
i := int (ci) ∪ D2

i ,

where τ : R
2 → R

2 denotes the reflection at an arbitrary circle contained in
the set int (ci) ∩ Di.

One can check that E1
i and E2

i are of lower topological type, and that
(E1

i , Y 1
i ) ∈ CK(Φi(Γ1

i )), and (E2
i , Y 2

i ) ∈ CK(Φi(Γ2
i )), with Γ1

i ∪̇Γ2
i = Γi for all

i ∈ N, by property (i),(ii) of the Φηi . In addition, by property (i), we get
Φηi(Γ

1
i ) → Γ1

i , and Φηi(Γ
2
i ) → Γ2

i , as i → ∞, where Γ1∪̇Γ2 = Γ. Moreover,
we have by construction

F ε
E1

i
(Y 1

i ) + F ε
E2

i
(Y 2

i ) = F ε
Di

(Φηi ◦ Zi).(4.19)

Using the induction hypothesis

dK(Γ1, ε) ≤ lim inf
i→∞

F ε
E1

i
(Y 1

i ) and dK(Γ2, ε) ≤ lim inf
i→∞

F ε
E2

i
(Y 2

i ),

9Y 1
i and Y 2

i are in fact in the right Sobolev class since they are constructed from H1,2-
surfaces with matching boundary traces by the assumptions on the values on the curves
ci.
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we obtain by Lemma 4.6, (4.19) and the definition of d†K(Γ, ε)

dK(Γ, ε) ≤
L.4.6

d†K(Γ, ε)

≤ dK(Γ1, ε) + dK(Γ2, ε)
≤

(4.19)
lim inf
i→∞

F ε
Di

(Φηi ◦ Zi)(4.20)

≤
(v)

lim inf
m→∞ F ε

Bm
(Xm),

which proves (i) in this case.
Case B. Now we assume that {(Xm, Bm)} ⊂ CK(Γm) is cohesive. If

lim infm→∞F ε
Bm

(Xm) is infinite, there is nothing to prove for Part (i). If,
on the other hand, there is a constant c such that

lim inf
m→∞ F ε

Bm
(Xm) ≤ C,

then we find (for fixed ε) another constant c(ε) such that

DBm(Xm) ≤ c(ε) for all m ∈ N,

which allows us to apply Lemma 4.5 to prove (i) in Case B as well.
(ii) If d∗K(Γ, ε) is infinite, (which is the case, e.g., for k = 1) then so is

d†K(Γ, ε) by Lemma 4.6, and there is nothing to prove. If d∗K(Γ, ε) is finite,
then we choose for arbitrary δ > 0 a separating sequence {(Bm,Xm)} ⊂
CK(Γm) with

lim
m→∞F ε

Bm
(Xm) ≤ d∗K(Γ, ε) + δ.

Now we apply the construction of Case A above to this sequence to arrive
at (4.20), i.e.,

dK(Γ, ε) ≤ d†K(Γ, ε) ≤ lim
m→∞F ε

Bm
(Xm) ≤ d∗(Γ, ε) + δ,

and let δ → 0. This together with Lemma 4.6 finishes the proof of (ii). �

5 Existence proof

Lemma 5.1. There exist ε1 > 0 and K1 > 0 such that for each ε ∈ (0, ε1],
K ∈ [K1,∞) there is a domain Bε

K ∈ K1
k, and (Bε

K ,Xε
K) ∈ CK(Γ) with

F ε
Bε

K
(Xε

K) = dK(Γ, ε).(5.1)
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Moreover,

|(Xε
K)u|2 = |(Xε

K)v|2 and (Xε
K)u · (Xε

K)v = 0 a.e. on BK .(5.2)

Proof: For arbitrary ε > 0 we take a minimal sequence {(Bm,Xm)} ⊂
CK(Γ) with

lim
m→∞F ε

Bm
(Xm) = dK(Γ, ε).(5.3)

Since C†
K(Γ) 
= ∅ for K sufficiently large, and since dK(Γ, ε) ≤ d†K(Γ, ε)

by Lemma 4.6, the right-hand side is finite, and we find a constant c(ε)
independent of m such that

DBm(Xm) ≤ c(ε) for all m ∈ N.

If {(Bm,Xm)} is cohesive (which is automatically the case for k = 1) then
we can apply Lemma 4.5 for fixed ε > 0 to obtain a pair (Bε

K ,Xε
K) ∈ CK(Γ)

satisfying (4.10) and hence (5.1) by (5.3).
We claim that, for ε sufficiently small and K sufficiently large, there

is no separating minimal sequence for F ε in CK(Γ). Indeed, the Douglas
condition (1.4) implies by Lemma 4.2 for K := ∞, that there exists ε1 > 0
such that

d(Γ, ε) < d†(Γ, ε) for all ε ∈ (0, ε1].(5.4)

This in turn yields by Corollary 4.4 that there is K1 ∈ (0,∞) such that

dK(Γ, ε) < d†K(Γ, ε) for all K ≥ K1, ε ∈ (0, ε1].(5.5)

Consequently, any minimal sequence {(Bm,Xm)} ⊂ CK(Γ) with

lim
m→∞F ε

Bm
(Xm) = dK(Γ, ε)(5.6)

must be cohesive for ε ∈ (0, ε1], K ∈ [K1,∞), since otherwise by (5.5) and
Theorem 4.7, Part (ii) we would have

dK(Γ, ε) <
(5.5)

d†K(Γ, ε) =
Thm.4.7(ii)

d∗K(Γ, ε)

≤ lim inf
m→∞ F ε

Bm
(Xm) = lim

m→∞F ε
Bm

(Xm) =
(5.6)

dK(Γ, ε),

which is absurd.
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Finally we have to show the conformality relations (5.2). The minimality
(5.1) implies in particular,

F ε
Bε

K
(Xε

K) ≤ F ε
Bε

K
(Y )(5.7)

for all Y ∈ H1,2(Bε
K , Rn) with (Bε

K , Y ) ∈ CK(Γ). As in [8, p.254] we obtain
∂F ε(Xε

K , η) = 0 for the inner variation of F ε
Bε

K
at Xε

K in the direction of

an arbitrary vectorfield η ∈ C1(Bε
K , R2). Since F is parameter invariant, we

have ∂F(Xε
K , η) = 0, and thus ∂D(Xε

K , η) = 0 for any10 η ∈ C1(Bε
K , R2),

which implies (5.2), see [4, Vol. I, p. 246]. �

Lemma 5.2. Assume Γ satisfies a chord-arc condition. Then there is a
constant χ = χ(Γ) depending on Γ but independent of ε and K, such that
Xε

K ∈ C0,α(Bε
K , Rn) for some α ∈ (0, 1/2] independent of ε ∈ (0, ε1] and

K ∈ [K1,∞), with

‖Xε
K‖C0,α(Bε

K ,Rn) ≤ χ for all ε ∈ (0, ε1], K ∈ [K1,∞).(5.8)

In particular, Xε
K ∈ Cχ(Γ) for all ε ∈ (0, ε1], K ∈ [K1,∞).

Proof: By assumption (D) on the parametric integrand F and by (5.1)
and (5.2) we obtain

(m1 + ε)DBε
K

(Xε
K) =

(5.2)
m1ABε

K
(Xε

K) + εDBε
K

(Xε
K)

≤
(D)

F ε
Bε

K
(Xε

K) ≤
(5.1)

F ε
Bε

K
(Z)

≤
(D)

m2ABε
K

(Z) + εDBε
K

(Z)

≤ (m2 + ε)DBε
K

(Z)

for any (Bε
K , Z) ∈ CK(Γ) and for every ε ∈ (0, ε1], K ∈ [K1,∞). Since

(m2 + ε)(m1 + ε)−1 ≤ m2/m1 for any ε > 0, we arrive at

DBε
K

(Xε
K) ≤ m2

m1
DBε

K
(Z) for all (Bε

K , Z) ∈ CK(Γ).(5.9)

We can now use comparison arguments as in [8, pp. 261–263] by replacing
Xε

K locally by harmonic vectors (without leaving the class CK(Γ) due to the
maximum principle) to finish the proof. �

10To avoid Riemann’s mapping theorem for multiply connected domains one can restrict
the inner variations to a special class of vector fields (but still sufficiently large to obtain
conformality), as done in [3, pp. 169–178], [14, Ch. 3]. These vector fields generate
diffeomorphisms mapping Bε

K onto a k-circle domain.
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Lemma 5.3. For all ε ∈ (0, ε1] there is a domain Bε ∈ K1
k and a pair

(Bε,Xε) ∈ C(Γ) with

F ε
Bε(Xε) = d(Γ, ε)(5.10)

Moreover,

|Xε
u|2 = |Xε

v |2 and Xε
u · Xε

v = 0 a.e. on Bε.(5.11)

Proof: By Lemma 4.3 we know that

F ε
Bε

K
(Xε

K) = dK(Γ, ε) −→ d(Γ, ε) as K → ∞.(5.12)

The right-hand side is bounded by Lemma 4.6 for K := ∞ and the fact that
C†(Γ) 
= ∅. Thus there is a constant C independent of K ∈ [K1,∞) such
that for fixed ε ∈ (0, ε1]

F ε
Bε

K
(Xε

K) ≤ C for all K ∈ [K1,∞).

This yields a constant C(ε) depending on ε but not on K, such that

DBε
K

(Xε
K) ≤ C(ε) for all K ∈ [K1,∞).(5.13)

If {(Bε
K ,Xε

K)} ⊂ C(Γ) is cohesive (which is always true for k = 1) then we
may use Lemma 4.5 (with K := ∞ there) to obtain a pair (Bε,Xε) ∈ C(Γ)
with (4.10) for K = ∞, and thus by (5.12) the desired identity (5.10).

For k > 1 we claim that the sequence {(Bε
K ,Xε

K)} is cohesive. In fact,
we infer from (5.8) in Lemma 5.2 that

(Bε
K ,Xε

K) ∈ Cχ(Γ) for all K ∈ [K1,∞), ε ∈ (0, ε1].(5.14)

If {(Bε
K ,Xε

K)} were separating we would obtain from (5.12)

d∗χ(Γ, ε) ≤ lim inf
K→∞

F ε
Bε

K
(Xε

K) =
(5.12)

d(Γ, ε).(5.15)

This together with (5.4), Lemma 4.3, and Part (i) of Theorem 4.7 leads to

d∗χ(Γ, ε) ≤
(5.15)

d(Γ, ε) <
(5.4)

d†(Γ, ε) ≤
L.4.3

d†χ(Γ, ε) =
Thm.4.7

d∗χ(Γ, ε).

This is a contradiction and proves that {(Bε
K ,Xε

K)} is cohesive.
The conformality relations (5.11) follow by taking inner variations of Fε

Bε

at Xε as in the proof of (5.2) in Lemma 5.1. �
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Proof of Theorem 1.1: By assumption (D), the conformality rela-
tions (5.11), and the minimality (5.10) we deduce for the (Bε,Xε) ∈ C(Γ)
obtained in Lemma 5.3

(m1 + ε)DBε(Xε) =
(5.11)

m1ABε(Xε) + εDBε(Xε)

≤
(D)

F ε
Bε(Xε) ≤

(5.10)
F ε

Bε(Z)(5.16)

≤ (m2 + ε)DBε(Z)

for any (Bε, Z) ∈ C(Γ) and every ε ∈ (0, ε1]. Since (m2 + ε)(m1 + ε)−1 ≤
m2/m1 for any ε > 0, we arrive at

DBε(Xε) ≤ m2

m1
DBε(Z) for all (Bε, Z) ∈ C(Γ).(5.17)

Using the fact F ε
Bε(Xε) = d(Γ, ε) and Lemma 4.6, we can replace (5.16) by

(m1 + ε)DBε(Xε) ≤ d(Γ, ε) ≤
L.4.6

d†(Γ, ε)

≤ F ε
Ω(Y ) ≤ (m2 + ε)DΩ(Y )

for any (Ω, Y ) ∈ C†(Γ), and thus,

DBε(Xε) ≤ m2

m1
DΩ(Y ) for all (Ω, Y ) ∈ C†(Γ).(5.18)

In particular, if Γ = 〈Γ1 . . . ,Γk〉, we may take (Ω, Y ) ∈ C†(Γ) to be the
collection of k disk-type minimal surfaces Yj spanned in Γj, j = 1, . . . , k,
defined on

Ω :=
k⋃

j=1

Bj,

where the disks Bj ∈ K1, l = 1, . . . , k, are disjoint. More precisely,

Y :=

⎧⎪⎪⎨
⎪⎪⎩

Y1 on B1,
...

...
Yk on Bk,

where Yj ∈ H1,2(Bj , R
n) is a minimal surface such that (Bj , Yj) ∈ C(Γj),

j = 1, . . . , k. By the classical isoperimetric inequality for minimal surfaces
(see e.g., [4, Vol. I, Ch. 6.3]) we infer from (5.18)

DBε(Xε) ≤ m2

4πm1

k∑
j=1

L2(Γj) =: c(Γ,m1,m2) for all ε ∈ (0, ε1],(5.19)
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where L(Γj) denotes the length of the j-th component Γj of Γ. The right-
hand side does not depend on ε ∈ (0, ε1], so there is a sequence εj → 0 such
that

DBεj (Xεj ) −→ D ∈ [0, c(Γ,m1,m2)].(5.20)

As in the proofs of Lemma 5.1 and 5.3 we have to show that (for k > 1) the
sequence {(Bεj ,Xεj )} ⊂ C(Γ) is cohesive, since then we may apply Lemma
4.5 (for K := ∞ and ε := 0) to obtain (B,X) ∈ C(Γ) such that

d(Γ) = d(Γ, 0) ≤ FB(X) ≤ lim inf
j→∞

F εj(Xεj ) = d(Γ),

which proves (1.5).
We claim that {(Bεj ,Xεj )} is cohesive. Indeed, otherwise we could infer

from the Douglas condition, the estimate (5.8), (5.20), (5.10), Part (ii) of
Theorem 4.7, and from the Lemmas 4.1 and 4.3 the following:

d(Γ) <
(1.4)

d†(Γ) = d†(Γ, 0) =
L.4.3

lim
K→∞

d†K(Γ, 0)

=
L.4.1

lim
K→∞

lim
j→∞

d†K(Γ, εj) ≤
L.4.3

lim
j→∞

d†χ(Γ, εj)

=
Thm.4.7(ii)

lim
j→∞

d∗χ(Γ, εj)

≤
(5.8)

lim
j→∞

lim inf
m→∞ F εj

Bεm (Xεm)

= lim
j→∞

[
lim inf
m→∞ FBεm (Xεm) + εj lim

m→∞DBεm (Xεm)
]

=
(5.20)

lim
j→∞

[
lim inf
m→∞ FBεm (Xεm) + εjD

]
≤ lim

j→∞

[
lim inf
m→∞ F εm

Bεm (Xεm) + εjD
]

=
(5.10)

lim
j→∞

[
lim inf
m→∞ d(Γ, εm) + εjD

]
=

L.4.1
lim

j→∞

[
d(Γ) + εjD

]
= d(Γ),

which is absurd.
To prove (1.6) we argue as follows. By (5.10) and (1.5) and the fact

that both (Bεj ,Xεj ) and (B,X) are contained in the class C(Γ) (where
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B = Bεj = B1(0) for all j ∈ N in the case k = 1), we obtain for all εj > 0

FBεj (Xεj ) + εjDBεj (Xεj ) = F εj

Bεj (Xεj )

≤
(5.10)

F εj

B (X) = FB(X) + εjDB(X)

≤
(1.5)

F εj

Bεj (Xεj ) + εjDB(X).

This implies

DBεj (Xεj ) ≤ DB(X) for all εj > 0.(5.21)

Recall from the proof of Lemma 4.5 (applied to {(Bεj ,Xεj )} for K := ∞,
and ε := 0) that there are reparametrizations Zj ∈ H1,2(B, Rn) of Xεj such
that by (5.20)

DB(Zj) −→ D,(5.22)

Zj ⇀ X in H1,2(B, Rn), as j → ∞(5.23)

This together with the weak lower semicontinuity of DB(·) in H1,2(B, Rn)
leads to

lim sup
j→∞

DB(Zj) =
(5.22)

D =
(5.20)

lim
j→∞

DBεj (Xεj ) ≤
(5.21)

DB(X) ≤ lim inf
j→∞

DB(Zj).

Thus,

lim
j→∞

DB(Zj) = DB(X) = D,(5.24)

and (5.23) then implies the strong convergence

Zj → X in H1,2(B, Rn) as j → ∞.(5.25)

Since the area functional A is parameter invariant and by (5.11) we have

AB(Zj) = ABεj (Xεj ) =
(5.11)

DBεj (Xεj ),

which implies by (5.24),(5.20) and (5.25),

DB(X) =
(5.24)

D =
(5.20)

lim
j→∞

DBεj (Xεj ) = lim
j→∞

AB(Zj) =
(5.25)

AB(X).(5.26)

This proves (1.6) and finishes the proof of Theorem 1.1. �

The Proof of Theorem 1.2 follows directly from (5.19) and (5.26).
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A Auxiliary facts about Jordan systems

Let Γm, and Γ be Jordan systems in R
n.

Lemma A.1. If Γm → Γ in the Fréchet-sense, then for any ε > 0 there
is λ = λ(ε) and m1 = m1(ε) such that for all Qm

1 , Qm
2 ∈ Γm, and for all

Q1, Q2 ∈ Γ with 0 < |Qm
1 − Qm

2 | < λ, 0 < |Q1 − Q2| < λ,

diam (�(Q1, Q2)) < ε/2 and diam (�(Qm
1 , Qm

2 )) < ε/2 for all m ≥ m1,

where �(Qm
1 , Qm

2 ) and �(Q1, Q2) denote the shorter arcs on Γm and Γ,
connecting Qm

1 and Qm
2 , and Q1 and Q2, respectively.

Proof: We prove the statement for Γ first. Assume for contradiction that
there is a sequence of points Qν

1 
= Qν
2 on Γ with |Qν

1 − Qν
2 | → 0 such that

diam (�(Qν
1 , Qν

2)) ≥ ε for some ε > 0. Then

�(Qν
1 , Q

ν
2) ∩ ∂Bε(Qν

1) 
= ∅ and
(A.27)

(Γ\�(Qν
1 , Qν

2)) ∩ ∂Bε(Qν
1) 
= ∅,

and we find points Rν ∈ �(Qν
1 , Q

ν
2) ∩ ∂Bε(Qν

1), and Sν ∈ (Γ\�(Qν
1 , Qν

2)) ∩
∂Bε(Qν

1). Since Γ is a Jordan system, we can assume (taking ν sufficiently
large) that Rν and Sν belong to the same component Γj of Γ, and we can pick
an injective continuous arc length parametrization γ : [0, L] → Γj ⊂ R

n with
Qν

1 = γ(sν
1), Qν

2 = γ(sν
2), Rµ = γ(σν), and Sν = γ(τν), where σν ∈ (sν

1 , s
ν
2)

and τν ∈ [0, L]\(sν
1 , sν

2). Assume without loss of generality that

γ((sν
1 , sν

2)) = �(Qν
1 , Q

ν
2), i.e. |sν

1 − sν
2 | ≥ ε/2.(A.28)

Taking subsequences we get sν
1 → s1, sν

2 → s2, σν → σ ∈ [s1, s2], and
τν → τ ∈ [0, L]− (s1, s2) as ν → ∞. Note that |s1 − s2| < L, since otherwise

diam (γ(sν
1 , sν

2)) → diam (γ(s1, s2)) = diam (γ(0, L)) = diam (Γj)

contradicting (A.28) for ν sufficiently large. Consequently, by

γ(s1) = lim
ν→∞Qν

1 = lim
ν→∞Qν

2 = γ(s2),

we have s1 = s2 since γ is injective, contradicting (A.28) again.
For the corresponding result on Γν let ε > 0 be given and take η = η(ε)

be such that

diam (�(Q1, Q2)) < ε/4 for all |Q1 − Q2| < η.
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Choose ν0 so large that for all ν ≥ ν0

‖Γν − Γ‖C0 < min{η/4, ε/8}.

Then |Qν
1 −Qν

2 | < η/2 implies |Q1 −Q2| < η for Qi := limν→∞ Qν
i , i = 1, 2.

Hence we obtain diam (�(Q1, Q2)) < ε/4, and this implies

diam (�(Qν
1 , Q

ν
2)) < ε/4 + 2‖Γν − Γ‖C0 < ε/2.

�

Lemma A.2. Let Γ ⊂ R
n be a Jordan system, and P ∈ R

n. Then for every
δ > 0 there is η0 = η0(Γ, δ) such that for all η ∈ (0, η0), Φη(Γ) is a Jordan
curve with ‖Φη(Γ)− Γ‖C0 < δ, where Φη : R

n → R
n is defined as in Lemma

3.3. In addition, Φη ◦ X : ∂B → R
n is continuous and weakly monotonic

for any weakly monotonic mapping X ∈ C0(∂B, Rn).

Proof: Choose η0 ∈ (0, δ) so small that at most one component Γj of
the Jordan system Γ = 〈Γ1 . . . ,Γk〉 has nonempty intersection with the ball
Bη0(P ), and such that the set Γj ∩Bη2

0
(P ) is connected. One can check that

Φη restricted to the set R
n\Bη2(P ) is a homeomorphism onto R

n\{P}.
Hence Φη(Γ\Γj) is a Jordan system consisting of k − 1 components and

the part Φ ◦ (Γj ∩ (Rn\Bη2(P )) is a Jordan arc. Let γl : S1 → R
n be the

injective arc length parametrization of Γj . Since Γ is a Jordan system we
know that the set

J := {s ∈ S1 : γl(s) ∈ Bη2(P )}

is a closed arc on S1, with Φη ◦Γ(J) = P. We can cut out the open interior
◦
J

and identify the endpoints of J to obtain a new circle denoted by S∗ with
perimeter 2π − |J |. Thus we obtain a homeomorphism Φ ◦ γl : S∗\ ◦

J → R
n,

which can be rescaled by 2π/(2π − |J |) in the domain, to yield a closed
Jordan curve Γj

∗ which can be identified with Φη(Γj). This proves the first
assertion.

For the second claim we only need to consider the component Γj of Γ,
since Φη is the identity map on R

n\Bη(P ) by definition. For x ∈ Γj we
obtain by definition of Φη

|Φη(x) − x| =

{
0 for x ∈ Bη2(P ),
≤ η for x ∈ R

n\Bη2(P ),
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see (3.8).
The last claim follows from the fact that Φη is a homeomorphism of

R
n\Bη2(P ) onto R

n\{P}. The composition of a weakly monotonic mapping
with a homeomorphism remains weakly monotonic, and the composition of
a weakly monotonic mapping with the constant map is also weakly mono-
tonic by definition. �
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Math. Ann. 133 (1957), 303–319.

[19] W. Ziemer, Weakly differentiable functions. Graduate Texts in Mathematics 120,
Springer, Berlin Heidelberg New York 1989.

Matthias Kurzke

Mathematisches Institut
Universität Leipzig
Augustusplatz 10/11
D-04109 Leipzig
GERMANY
E-mail: kurzke@
mathematik.uni-leipzig.de

Heiko von der Mosel

Mathematisches Institut
Universität Bonn
Beringstraße 1
D-53115 Bonn
GERMANY
E-mail: heiko@
math.uni-bonn.de


