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Abstract

Let K(x) be such that exp(βK(x)) ∈ L1
loc, β > 0. We show that

there exists two universal constants c1(n), c2(n) with the following
property. Let f be in W 1,1

loc with |Df(x)|n ≤ K(x)J(x, f) and the
Jacobian determinant J(x, f) in L1 log−c1(n)β L. Then automatically
J(x, f) is in L1 logc2(n)β L. This result has interesting consequences in
the theory of mappings of finite distortion and it constitutes the ap-
propriate analog for the self-improving regularity of quasiregular map-
pings. For example, we obtain novel results on the size of removable
singularities for mappings of finite distortion.

Mathematics Subject Classification (2000): 30C65, 26B10, 73C50.

1 Introduction

Let us begin with the definition. We assume that Ω ⊂ Rn is a connected
open set. We say that a mapping f : Ω → Rn has finite distortion if:

(FD-1) f ∈ W 1,1
loc (Ω,Rn).

(FD-2) The Jacobian determinant J(x, f) of f is locally integrable.

(FD-3) There is a measurable function K = K(x) ≥ 1, finite almost every-
where, such that f satisfies the distortion inequality

|Df(x)|n ≤ K(x)J(x, f) a.e.

Above, |Df(x)| is the operator norm of the differential matrix Df(x).
We arrive at the usual definition of a mapping of bounded distortion (a

quasiregular mapping) when we require above that K ∈ L∞(Ω). The theory
of quasiregular mappings is a central topic in modern analysis with impor-
tant connections to a variety of topics such as elliptic partial differential
equations, complex dynamics, differential geometry and calculus of varia-
tions, and is by now well understood, see the monographs [31] by Reshet-
nyak, [32] by Rickman, and [19] by Iwaniec and Martin.
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A remarkable feature of quasiregular mappings is the self-improving reg-
ularity. In this case condition (FD-2) assures that f ∈ W 1,n

loc (Ω,Rn). This
is the natural regularity assumption for quasiregular mappings. In 1973,
Gehring [7] showed that the differential of a quasiconformal mapping (home-
omorphic quasiregular mapping) of a domain Ω ⊂ Rn is locally integrable
with a power strictly greater than n, and proved the celebrated Gehring’s
Lemma. This fundamental result not only extended an earlier result of Bo-
jarski [3] but also opened up the most direct way to the analytic foundation
of quasiregular mappings in Rn. A bit later, Elcrat and Meyers [5] showed
that Gehring’s ideas can be further exploited to treat quasiregular mappings
and partial differential systems, see also [29].

The higher integrability result admits a dual version. In two remarkable
papers, Iwaniec and Martin [18] (for even dimensions) and Iwaniec [13] (for
all dimensions) proved that there is an exponent q(n,K) < n such that
quasiregular mappings a priori in W 1,q

loc (Ω) with q > q(n,K) belong to the
natural Sobolev space W 1,n

loc (Ω).
The fundamentals of the theory of mappings of finite distortion have

been recently established in a sequence of papers [15], [2], [17], [22], [23],
[24], [16], [11], [25]. For earlier developments see e.g. [8], [21], [10], [28].
The monograph [19] contains discussions on many basic properties of these
mappings as well as connections to other topics.

The recent works have established a rich theory of mappings of finite
distortion under relaxed conditions on the distortion function K that do not
require K to be bounded. Namely, it has been proven under the assumption
of exponential integrability of K that f is continuous, sense preserving,
either constant or both open and discrete, and maps sets of measure zero to
sets of measure zero.

The motivation for relaxing the boundedness of the distortion function
partially arises from non-linear elasticity. See the paper [30] by Müller and
Spector for a nice introduction to the mappings arising in that theory.

In this paper we consider the regularity of mappings with exponentially
integrable finite distortion. It was noticed in [15], [16] that if the distortion
function K(x) satisfies exp(βK(x)) ∈ L1

loc for some β > 0, the distortion
inequality (FD-3) implies that the differential of our mapping of finite dis-
tortion is p-integrable for all p < n and, in fact,

|Df |n
log(e + |Df |) ∈ L1

loc. (1.1)

On the other hand, the Jacobian of each mapping f ∈ W 1,1
loc (Ω,Rn) that

satisfies both (1.1) and J(x, f) ≥ 0 a.e. is locally integrable by results
of Iwaniec and Sbordone [21]. Thus the natural regularity assumption for
mappings with exponentially integrable finite distortion is (1.1).

First, we consider the higher regularity of mappings with exponentially
integrable finite distortion. As mentioned in [19], one can not expect quite
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the same sort of results as we have attained for quasiregular mappings. In
this setting, we must be satisfied with only a very slight degree of improved
regularity. The results in [2], [15] and [16] showed that the scale of improved
degree is logarithmic. More precisely, it was shown in [2] (n = 2), [15] (n
is even), [16] (all dimensions n) that (1.1) can be improved on: for each
dimension n ≥ 2 and all α ≥ 0 there exists βα(n) ≥ 1 such that if f : Ω → Rn

has finite distortion and the distortion function K(x) of f satisfies∫
Ω

exp(βK(x))dx < ∞

for some β ≥ βα(n), then |Df(x)|n logα(e + |Df |) ∈ L1
loc(Ω). However the

techniques developed in these papers do not seem to work in the general case
(with arbitrary β > 0). Thus, this remained as a challenging and interesting
open problem. As pointed out in [19], different ideas are needed to treat
this situation.

Our first theorem not only shows the higher integrability of the differ-
ential of a mapping with exponentially integrable distortion for any β > 0
but it also indicates exactly how the degree of improved regularity depends
on β.

Theorem 1.1. Let f be a mapping of finite distortion in Ω ⊂ Rn, n ≥ 2.
Assume that the distortion K(x) ≥ 1 satisfies exp(βK) ∈ L1

loc(Ω), for some
β > 0. Then

J(x, f) logα(e + J(x, f)) ∈ L1
loc(Ω), and |Df |n logα−1(e + |Df |) ∈ L1

loc(Ω),

where α = c1β and c1 = c1(n) > 0. Moreover, for any ball B such that
2B � Ω, ∫

B

J(x, f) logα

(
e +

J(x, f)
J(x, f)2B

)
dx

≤c(n, β)
(∫

2B

exp(βK(x)) dx

)(∫
2B

J(x, f) dx

)
.

(1.2)

Here and in the following, gE =
∫
E
g is the average of g over the set E

and 2B is a ball with the same center as B and with radius twice that of B.
Theorem 1.1 is sharp in the sense that, given n, the conclusion fails

for α = nβ for all β > 0. This is seen by considering the mappings f(x) =
logs(e+1/|x|) x

|x| , defined in the unit ball of Rn, for s < 0. In the planar case,
the conclusion of Theorem 1.1 follows from results of David [4] provided f
is either a homeomorphism or is a priori assumed to belong to W 1,2(Ω,R2).

As a consequence of Theorem 1.1 we obtain the following sharp measure
distortion estimate, in which |A| denotes the Lebesgue measure of F ⊂ Rn.
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Corollary 1.2. Let f be a mapping of finite distortion in B(0, 2) ⊂ Rn, n ≥
2. Assume that the distortion K(x) ≥ 1 satisfies exp(βK) ∈ L1(B(0, 2)),
for some β > 0. Then

|f(E)| ≤ C log−c1β(e +
1
|E| )

for each measurable set E ⊂ B(0, 1), where c1 = c1(n) and C depends only
on n, β, f.

The planar version of the above corollary for homeomorphisms is due to
David [4]. The sharpness of our estimate means that one can find a constant
c1 for which the estimate fails. This follows from an example for distortion
estimates for generalized Hausdorff measures given in [12]; our corollary also
yields a sharp higher dimensional version of the dimension estimates given
in [12].

Second, we study the dual version of the higher integrability Theorem
1.1. The following theorem shows that the natural regularity assumption
(1.1) can be relaxed. This is the first result in this direction for mappings
with exponentially integrable finite distortion. Clearly, it is an analog of
Iwaniec and Martin’s [18], [13] results on very weak quasiregular mappings.

Theorem 1.3. Let f ∈ W 1,1
loc (Ω,Rn), n ≥ 2, satisfy the distortion inequality

|Df(x)|n ≤ K(x)J(x, f) a.e. in Ω

where K(x) ≥ 1 satisfies exp(βK) ∈ L1
loc(Ω), for some β > 0. There is a

constant c2 = c2(n) such that if

|Df |n log−α−1(e + |Df |) ∈ L1
loc(Ω),

with α = c2β, then (1.1) holds and J(x, f) ∈ L1
loc(Ω). In particular, f is

then a mapping of finite distortion.

The mapping f(x) = logs(e+1/|x|) x
|x| , defined in the unit ball of Rn, for

which J(x, f) is not locally integrable when s > 0, shows that for each c2 < 1
and any β, there are mappings for which the claim fails. Thus Theorem 1.3
only admits improvement in finding the precise value of c2(n).

In fact, Iwaniec and Martin [18], [13] not only proved the self improved
regularity of quasiregular mappings but also a so-called Caccioppoli type
inequality for the exponent n − ε. From this they obtained fundamental
results in the theory of removable singularities for quasiregular mappings.
We also obtain a new Caccioppoli type inequality in the settings of mappings
of finite distortion. This yields the following novel result on removable sets
for mappings of finite distortion.
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Corollary 1.4. Let β > 0. Let E ⊂ Rn be a closed set of Ln logn−1−c2β L–
capacity zero where c2 is the constant from Theorem 1.3 and let f : Ω\E →
Rn be a bounded mapping of finite distortion and assume that the distortion
function K satisfies ∫

Ω\E
exp(βK(x)) dx < ∞.

Then f extends to a mapping of finite distortion in Ω with the exponentially
integrable distortion function K(x).

It was previously only known that sets of Ln logn−1 L–capacity zero are
removable [15], [16], [26]. A weaker version of Corollary 1.4 is given in [2]
in the planar case. This corollary is essentially sharp, see [2].

The proof of Theorem 1.1 is different from those in [2], [15] and [16].
Those proofs were based on the ideas from the papers [18], [13]. Our proof
is inspired by the work of Gehring [7] on the reverse Hölder inequality. Of
course, in our case, the differential of the mapping does not satisfy the
classical reverse Hölder inequality but satisfies a reverse inequality in the
setting of Orlicz spaces, see (2.3). The nice paper [14] by Iwaniec largely
extended the Gehring lemma to the setting of Orlicz spaces. Unfortunately,
the framework of [14] does not apply to our case. In order to deal with
our situation, we need to modify the original idea of Gehring. The proof
of Theorem 1.1 indicates that it is possible to extract a non-homogeneous
version of Gehring’s Lemma in the setting of Orlicz spaces. We believe that
this more general version would be of its own interest.

Concerning the proof of Theorem 1.3, it seems that the methods in [18]
and [13] can not be adapted to treat the case of unbounded distortion. Our
approach follows the lines of [6] where the authors gave a short proof of the
Caccioppoli type inequality mentioned above. Their technique is inspired
by a paper of Lewis [27]. The basic idea is to truncate the maximal function
of the gradient along the level sets to construct a Lipschitz continuous test-
function. In the finite distortion setting these ideas work relatively nicely
as well but a natural obstruction arises and the method of [6] needs to
be modified. More precisely, it is more convenient to obtain the improved
regularity directly instead of using the Caccioppoli inequality and Gehring’s
lemma as in [6].

Finally, we remark that it seems to be a long way to get the exact
values of the constants c1 in Theorem 1.1 and c2 in Theorem 1.3. Even for
quasiregular mappings, only the planar case is known [1].

2 Proofs of Theorem 1.1 and Corollary 1.2

The following proposition is well-known. The proof involves Vitali’s lemma
and the Calderón-Zygmund decomposition.
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Proposition 2.1. Let h ∈ L1(Rn). We have for any t > 0 that

1
2nt

∫
|h|>t

|h(x)| dx ≤ |{x ∈ Rn : Mh(x) > t}| ≤ 2 · 3n

t

∫
|h|>t/2

|h(x)| dx.

Proof of Theorem 1.1. We rely on a result from [20] according to which∫
Ω

φJ(x, (f1, f2, ..., fn)) dx =
∫

Ω
f1J(x, (φ, f2, ..., fn)) dx

whenever φ ∈ C∞
0 (Ω) and f = (f1, f2, ..., fn) ∈ W 1,1

loc (Ω,Rn) is a Sobolev
mapping with J(x, f) ≥ 0 a.e. and

|Df |n
log(e + |Df |) ∈ L1

loc(Ω).

Thus ∫
Ω

φJ(x, f) dx ≤
∫

Ω
|f ||Df |n−1|∇φ| dx. (2.1)

This is a reverse inequality, from which the higher integrability result is
derived. Actually, it can be proved in the same way as in the proof of
Theorem 1.3 in the next section, see (3.16). Let φ ∈ C∞

0 (B(y, 2r)) satisfy
φ = 1 in B(y, r), 0 ≤ φ ≤ 1 in Rn and |∇φ| ≤ 2/r, where B(y, 2r) is a ball
lying in Ω. With this choice of φ, (2.1) leads to the following inequality with
q = n2/(n + 1) :∫

B(y,r)
J(x, f) dx ≤ 2

r

∫
B(y,2r)

|f ||Df |n−1 dx

≤ 2
r

(∫
B(y,2r)

|Df |q
)n−1

q
(∫

B(y,2r)
|f |n2

dx

) 1
n2

.

Note that this inequality remains valid if we substract from f any constant
vector. In particular, it holds for f − fB(y,2r) replacing f . Here fB(y,2r) is
the average of f over B(y, 2r). Applying the Poincaré-Sobolev inequality
yields

(∫
B(y,2r)

|f − fB(y,2r)|n
2
dx

) 1
n2

≤ c(n)

(∫
B(y,2r)

|Df |q dx

) 1
q

.

Combining these last two inequalities, we finally obtain

1
|B(y, r)|

∫
B(y,r)

J(x, f) dx ≤ c(n)

(
1

|B(y, 2r)|
∫

B(y,2r)
|Df |q dx

)n
q

(2.3)

whenever B(y, 2r) � Ω. Here |E| is the Lebesgue measure of E ⊂ Rn. The
above argument is standard, see Lemma 7.6.1 in [19].
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Now we fix a ball B0 = B(x0, r0) � Ω. Assume that∫
B0

J(x, f) dx = 1. (2.4)

This assumption involves no loss of generality for us as the distortion in-
equality and (1.2) are homogeneous with respect to f . Let us introduce the
auxiliary functions defined in Rn by

h1(x) = d(x)nJ(x, f),
h2(x) = d(x)|Df(x)|,
h3(x) = χB0(x),

(2.5)

where d(x) = dist(x,Rn \ B0) and χE is the characteristic function of the
set E. We claim that(

1
|B|

∫
B

h1 dx

) 1
n

≤ c(n)
(

1
|2B|

∫
2B

hq
2 dx

) 1
q

+ c(n)
(

1
|2B|

∫
2B

h3 dx

) 1
n

(2.6)
for all balls B ⊂ Rn. Indeed, we may assume that B meets B0; otherwise
(2.6) is trivial. Our derivation of (2.6) falls naturally into two cases.

Case 1. We assume that 3B ⊂ B0. By an elementary geometric consid-
eration we find that

max
x∈B

d(x) ≤ 4 min
x∈2B

d(x).

Applying (2.3) yields(
1
|B|

∫
B

h1 dx

) 1
n

≤ max
B

d(x)
(

1
|B|

∫
B

J(x, f) dx

) 1
n

≤ c(n)min
2B

d(x)
(

1
|2B|

∫
2B

|Df |q dx

) 1
q

≤ c(n)
(

1
|2B|

∫
2B

hq
2 dx

) 1
q

.

Case 2. We assume that 3B is not contained in B0 and recall that B
meets B0. We have that

max
x∈B

d(x) ≤ max
x∈2B

d(x) ≤ c(n)|2B ∩ B0|
1
n .

Hence we conclude that(
1
|B|

∫
B

h1 dx

) 1
n

≤ max
B

d(x)
(

1
|B|

∫
B∩B0

J(x, f) dx

) 1
n

≤ c(n)
( |2B ∩ B0|

|B|
∫

B0

J(x, f) dx

) 1
n

≤ c(n)
(

1
|2B|

∫
2B

h3 dx

) 1
n

,
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where we used (2.4). Combining these two cases proves inequality (2.6).
Since (2.6) is true for all balls B ⊂ Rn, we have the following point-wise

inequality for the maximal functions. For all y ∈ Rn,

M(h1)(y)
1
n ≤ c(n)M(hq

2)(y)
1
q + c(n)M(h3)(y)

1
n ,

from which it follows that for λ > 0

|{x ∈ Rn : M(h1)(x) > λn}| ≤|{x ∈ Rn : c(n)M(hq
2) > λq}|

+ |{x ∈ Rn : c(n)M(h3)(x) > λn}|. (2.9)

We recall that h3(x) = χB0(x). So M(h3)(x) ≤ 1 in Rn, and then the set
{x ∈ Rn : c(n)M(h3)(x) > λn} is empty for λ > λ1 = λ1(n). Hence

|{x ∈ Rn : M(h1)(x) > λn}| ≤ |{x ∈ Rn : c(n)M(hq
2) > λq}|

for all λ > λ1. Now applying Proposition 2.1 yields∫
h1>λn

h1 dx ≤ c(n)λn−q

∫
c(n)h2>λ

hq
2 dx (2.10)

for all λ > λ1. We may assume that the constant c(n) in (2.10) is bigger
than one.

Let α > 0 be a constant, which will be chosen later and set

Ψ(λ) =
n − q

α
logα λ + logα−1 λ,

where q = n2/(n + 1) as above. Notice that

Φ(λ) :=
d

dλ
Ψ(λ) =

n − q

λ
logα−1 λ +

α − 1
λ

logα−2 λ > 0

for all λ > λ2 = exp((n + 1)/n), and that

λn−qΦ(λ) =
d

dλ

(
λn−q logα−1 λ

)
.

We multiply both sides of (2.10) by Φ(λ), and integrate with respect to
λ over (λ0,∞) for λ0 = max(λ1, λ2), and finally change the order of the
integration to obtain that

∫
h1>λn

0

h1

∫ h
1
n
1

λ0

Φ(λ) dλdx ≤ c(n)
∫

c(n)h2>λ0

hq
2

∫ c(n)h2

λ0

λn−qΦ(λ) dλdx,

that is,∫
h1>λn

0

(
Ψ(h

1
n
1 ) − Ψ(λ0)

)
h1 dx ≤ c(n)

∫
c(n)h2>λ0

hn
2 logα−1(c(n)h2) dx,
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Hence, taking into account the normalization (2.4),

1
α

∫
h1>λn

0

h1 logα h
1
n
1 dx ≤ c(n)

∫
c(n)h2>λ0

hn
2 logα−1(c(n)h2) dx + c(n, α)|B0|,

(2.11)
where c(n) ≥ 1.

In the remaining part of the proof, we will choose a suitable constant α >
0 such that the integral in the right hand side of (2.11) can be absorbed in the
left, by using the distortion inequality. Actually, this only works if we have
a priori |Df | ∈ Ln logα−1 Lloc(Ω). We cannot assume this. To overcome
this, in the above argument we integrate with respect to λ over (λ0, j) for j
large, instead of over (λ0,∞). Then we proceed in the same way as above
and get a similar inequality as (2.11). The proof will be then eventually be
concluded, by letting j → ∞ and using the monotone convergence theorem.
For simplicity, we only write down the proof for j = ∞.

We need the following elementary inequality; the proof is in the ap-
pendix. Let a, b, c(n) ≥ 1. Then

ab logα−1(c(n)(ab)
1
n ) ≤ C(n)

β
a logα(a

1
n ) + C(α, β, n) exp(βb). (2.12)

We recall the definitions of h1 and h2 in (2.5) and notice that the dis-
tortion inequality reads as

h1(x) ≤ hn
2 (x) ≤ h1(x)K(x).

Put h1(x) = a, K(x) = b in the inequality (2.12). We infer from (2.11) that

1
α

∫
h1>λn

0

h1 logα h
1
n
1 dx ≤ c(n)

β

∫
h1>λn

0

h1 logα h
1
n
1 dx+

+ c(n, α, β)
∫

B0

exp(βK(x) dx

+ c(n, α)|B0|
≤ c(n)

β

∫
h1>λn

0

h1 logα h
1
n
1 dx

+ c(n, α, β)
∫

B0

exp(βK(x)) dx.

(2.13)

Now letting α = β/(2c(n)), (2.13) becomes∫
h1>λn

0

h1 logα h
1
n
1 dx ≤ c(n, β)

∫
B0

exp(βK(x)) dx.

That is,∫
B0

d(x)nJ(x, f) logα(e+d(x)nJ(x, f)) dx =
∫

B0

h1 logα(e + h1) dx

≤ c(n, β)
∫

B0

exp(βK(x)) dx.

(2.14)
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Noticing that in σB0 = B(x0, σr0) with 0 < σ < 1 we have d(x)n ≥ (1 −
σ)nrn

0 ≥ c(n, σ)|B0|, and taking account of the normalization (2.4), we arrive
at ∫

σB0

J(x, f) logα

(
e +

J(x, f)∫
B0

J(x, f) dx

)
dx

≤c(n, β, σ)
(∫

B0

exp(βK(x)) dx

)(∫
B0

J(x, f) dx

)
,

(2.15)

which proves (1.2), and the higher integrability of |Df | follows from this,
the distortion inequality, inequality (2.12), and the exponential integrability
of K. This concludes the proof of Theorem 1.1.

Proof of Corollary 1.2. We refer to [23] for the fact that f maps sets of
measure zero to sets of measure zero. Thus the volume of f(E) can be esti-
mated from above by

∫
E J(x, f) dx. The desired volume distortion estimate

thus follows from the Orlicz-Hölder inequality and the higher integrability
of the Jacobian given in Theorem 1.1.

3 Proofs of Theorem 1.3 and Corollary 1.4

Central building blocks of the proof of Theorem 1.3 are the following well-
known point-wise estimates for the Sobolev function, whose proofs rely on
an argument due to Hedberg [9].

Lemma 3.1 (Point-wise inequalities for the Sobolev functions). Let
u ∈ W 1,p(Rn), 1 < q < ∞, and let x and y be Lebesgue points of u such that
x ∈ B0 = B(x0, r). Then

|u(x) − uB0 | ≤ crM(|∇u|χ2B0))(x0) (3.1)
|u(x) − u(y)| ≤ c|x − y|(M(|∇u|)(x) + M(|∇u|)(y)), (3.2)

where c = c(n) > 0, χE is the characteristic function of the set E, vB0 is the
average of v over B0 = B(x0, r) and Mh is the Hardy-Littlewood maximal
function of h.

Proof of Theorem 1.3. We start along the lines of the proof in [6]. Let
ϕ ∈ C∞

0 (B0), B0 = B(x0, r) � Ω, and ϕ ≥ 0. Let u = f1ϕ and extend it to
be zero in Rn \B0. Then u ∈ W 1,q(Rn) for all q < n, by the assumption on
f in the theorem. Denote for λ > 0,

Fλ = {x ∈ B(x0, r) : M(g)(x) ≤ λ and x is a Lebesgue point of u},

where g = |ϕDf |+ |f ⊗∇ϕ| in B0 and g = 0 in Rn \B0. It is easy to show
that u is cλ-Lipschitz continuous on the set Fλ ∪ (Rn \B0) for c = c(n) ≥ 1.
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Indeed, suppose that x, y ∈ Fλ. Since |∇u| ≤ c(n)g, then it follows from
(3.2) that

|u(x) − u(y)| ≤ c|x − y|(M(|∇u|)(x) + M(|∇u|)(y))
≤ c|x − y|(M(g)(x) + M(g)(y))
≤ cλ|x − y|.

(3.3)

If x ∈ Fλ and y ∈ Rn \ B0, set ρ = 2dist(x,Rn \ B(x0, r)). Since |{x ∈
B(x, ρ) : u(x) = 0}| ≥ |B(x, ρ) ∩ (Rn \ B0)| ≥ c(n)|B(x, ρ)|, the Poincaré
inequality yields

|uB(x,ρ)| ≤ c(n)ρ|∇u|B(x,ρ) ≤ cρMg(x) ≤ cλ|x − y|

Thus by (3.1),

|u(x) − u(y)| = |u(x)| ≤ |u(x) − uB(x,ρ)| + |uB(x,ρ)|
≤ cρM(|∇u|)(x) + cλ|x − y|
≤ cρMg(x) + cλ|x − y| ≤ cλ|x − y|.

(3.4)

If x, y ∈ Rn \ B0, then the claim is clear. Since all the other cases follow
by symmetry, it follows that u|Fλ∪(Rn\B0) is Lipschitz continuous with the
constant cλ.

We extend u|Fλ∪(Rn\B0) to a Lipschitz continuous function uλ in Rn with
the same constant by the classical McShane extension theorem. Then we
consider the mapping fλ = (uλ, ϕf2, ϕf3, ..., ϕfn). Since f ∈ W 1,q

loc (Ω,Rn)
for all q < n and uλ is Lipschitz we have that∫

B0

J(x, fλ) dx = 0,

and hence, ∫
Fλ

J(x, ϕf) dx ≤ −
∫

B0\Fλ

J(x, fλ) dx. (3.5)

Now |fi∇ϕ| ≤ C(n)|f ⊗ ∇ϕ| and |∇(ϕfi)| ≤ c(n)g. Putting these esti-
mates together with (3.5) and expressing the Jacobian as a wedge product
of differential forms, we obtain that∫

Fλ

ϕnJ(x, f) dx ≤ c(n)(
∫

Fλ

|f ⊗∇ϕ|gn−1 dx + λ

∫
B0\Fλ

gn−1 dx). (3.6)

Here we digress from [6]. We claim that∫
g≤λ

ϕnJ(x, f) dx ≤ c(n)
∫

g≤2λ
|f⊗∇ϕ|gn−1 dx+c(n)λ

∫
g>λ

gn−1 dx. (3.7)

11



Indeed, by Proposition 2.1,∫
B0\Fλ

gn−1 dx ≤
∫

g>λ
gn−1 dx + λn−1|{x ∈ Rn : Mg(x) > λ}|

≤ c(n)
∫

g>λ/2
gn−1 dx,

(3.8)

and∫
g≤λ

ϕnJ(x, f) dx ≤
∫

Mg≤λ
ϕnJ(x, f) dx + λn|{x ∈ Rn : Mg(x) > λ}|

≤
∫

Mg≤λ
ϕnJ(x, f) dx + c(n)λ

∫
g>λ/2

gn−1 dx.

(3.9)
Combining (3.6), (3.8) and (3.9), we obtain that∫

g≤λ
ϕnJ(x, f) dx ≤ c(n)

∫
g≤λ

|f ⊗∇ϕ|gn−1 dx + c(n)λ
∫

g>λ/2
gn−1 dx.

Then (3.7) follows by replacing λ/2 by λ.
Now let α > 0 be a constant, which will be chosen later. Note that

Φ(λ) =
1
λ

(
log−(1+α) λ − (1 + α) log−(2+α) λ

)
≥ 0

for λ ≥ e1+α. We multiply both sides of (3.7) by Φ(λ), and integrate with
respect to λ over (t,∞) for t ≥ λ0 = max(e1+α, e2α), and finally change the
order of the integration to obtain that∫

B0

ϕnJ(x, f)
∫ ∞

max(g,t)
Φ(λ) dλdx

≤c(n)
∫

B0

|f ⊗∇ϕ|gn−1

∫ ∞

max(g/2,t)
Φ(λ) dλdx

+ c(n)
∫

g>t
gn−1

∫ g

t
λΦ(λ) dλdx.

(3.10)

Thus

1
2α

∫
g<t

ϕnJ(x, f)
logα t

+
1
2α

∫
g>t

ϕnJ(x, f)
logα g

dx

≤
∫

B0

ϕnJ(x, f)
(

1
α logα max(g, t)

− 1
log1+α max(g, t)

)
dx

≤c(n)
α

∫
B0

|f ⊗∇ϕ|gn−1

logα max(g/2, t)
dx + c(n)

∫
g>t

gn

log1+α g
dx.

(3.11)

12



Observe that the first inequality holds because t ≥ e2α. We remark here
that the assumption on the regularity of f in the theorem,

|Df |n
log1+α(e + |Df |) ∈ L1

loc(Ω),

implies that the integrals on the right hand side of (3.11) are finite.
Now we use the distortion inequality, which so far has not been used.

The distortion inequality

|Df |n ≤ K(x)J(x, f)

and the inequality
ab ≤ a log(1 + α) + eb − 1 (3.12)

for non-negative real numbers, imply that in the set where g(x) ≥ λ0 we
have

ϕn|Df |n
log1+α g

≤ K(x)ϕnJ(x, f)
log1+α g

≤ 2
β

(
exp(

β

2
K(x)) +

3nϕnJ(x, f)
logα g

)
.

(3.13)

Therefore, recalling the definition of g and using (3.13),∫
g>t

gn

log1+α g
dx ≤ 2n

∫
g>t

ϕn|Df |n
log1+α g

dx + 2n

∫
g>t

|f ⊗∇ϕ|n
log1+α g

dx

≤c(n)
β

∫
g>t

ϕnJ(x, f)
logα g

dx +
c(n)
β

∫
g>t

exp(
β

2
K(x)) dx

+ c(n)
∫

g>t

|f ⊗∇ϕ|n
log1+α g

dx.

(3.14)

Inserting (3.14) in (3.11), and rearranging, it follows that

1
2α logα t

∫
g<t

ϕnJ(x, f) ≤ (
c(n)
β

− 1
2α

)
∫

g>t

ϕnJ(x, f)
logα g

dx

+
c(n)
β

∫
g>t

exp(
β

2
K(x)) dx + c(n)

∫
g>t

|f ⊗∇ϕ|n
log1+α g

dx

+
c(n)
α

∫
B0

|f ⊗∇ϕ|gn−1

logα max(g/2, t)
dx

(3.15)

Now let us fix α = β/4c(n) to be the constant in the theorem. We mul-
tiply both sides of (3.15) by logα t and let t → ∞. We obtain by monotone
convergence theorem and Lebesgue dominated convergence theorem that∫

B0

ϕnJ(x, f) dx ≤ c(n)
∫

B0

|f ⊗∇ϕ|gn−1 dx. (3.16)
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Here we used the integrability of |f ⊗∇ϕ|gn−1, |f ⊗∇ϕ|n, and exp(βK(x))
to pass to the limit. Hence, (3.16) shows that J(x, f) ∈ L1

loc(Ω), and then
(1.1) follows from the distortion inequality using (3.12) and the integrability
of exp(β(K(x))). Thus, Theorem 1.3 is proved.

Next we shall prove the following Caccioppoli type inequality, which is
critical for the proof of Corollary 1.4:∫

B0

|Df |nϕn

log1+α(e + |Df |ϕ)
dx ≤c(n, β)

∫
B0

|f ⊗∇ϕ|n
logα+1−n(e + |f ⊗∇ϕ|) dx

+ c(n, β)
∫

B0

exp(
β

2
K(x)) dx.

(3.17)

To this end, we insert (3.11) into (3.14). We obtain that∫
g>t

gn

log1+α g
dx ≤ c(n, β)

(∫
B0

|f ⊗∇ϕ|gn−1

logα max(g/2, t)
dx

+
∫

g>t

|f ⊗∇ϕ|n
log1+α g

dx

+
∫

g>t
exp(

β

2
K(x)) dx

)

+
2αc(n)

β

∫
g>t

gn

log1+α g
.

(3.18)

By the choice of α made before, the last term in the right hand side may
be absorbed to the left and therefore ignored. Thus, letting t = λ0 in (3.18)
and noting that exp(β

2 K(x)) ≥ 1, results in∫
B0

gn

log1+α(e + g)
dx ≤ c(n, β)

(∫
B0

|f ⊗∇ϕ|gn−1

logα(e + g)
dx

+
∫

B0

|f ⊗∇ϕ|n
log1+α(e + g)

dx

+
∫

B0

exp(
β

2
K(x)) dx

)
.

(3.19)

To estimate the first integral in the right hand side of (3.19), we use the
inequality

abn−1 ≤ ε
bn

log(e + b)
+ c(ε, n)an logn−1(e + a)

for non-negative numbers a and b, and obtain that

|f ⊗∇ϕ|gn−1

logα(e + g)
≤ |f ⊗∇ϕ|

log
α
n (e + |f ⊗∇ϕ|) × gn−1

logα n−1
n (e + g)

≤ εC(α, n)
gn

log1+α(e + g)
+ c(ε, n)

|f ⊗∇ϕ|n
logα+1−n(e + |f ⊗∇ϕ|) .
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By taking ε = c(n, β)/2C(α, n), where c(n, β) is the constant in (3.18), we
infer from (3.18) that∫

B0

|Df |nϕn

log1+α(e + |Df |ϕ)
dx ≤

∫
B0

gn

log1+α(e + g)
dx

≤c(n, β)
∫

B0

|f ⊗∇ϕ|n
logα+1−n(e + |f ⊗∇ϕ|) dx

+ c(n, β)
∫

B0

|f ⊗∇ϕ|n
logα+1(e + |f ⊗∇ϕ|) dx

+ c(n, β)
∫

B0

exp(
β

2
K(x)) dx

≤c(n, β)
∫

B0

|f ⊗∇ϕ|n
logα+1−n(e + |f ⊗∇ϕ|) dx

+ c(n, β)
∫

B0

exp(
β

2
K(x)) dx,

which proves (3.17).
Proof of Corollary 1.4. We note that E has vanishing (n−1)-dimensional

Hausdorff measure. By Theorem 1.3, it thus suffices to show that

|Df |n
log1+α(e + |Df |) ∈ L1

loc(Ω), (3.22)

where α = c2β is as in Theorem 1.3. To this end, let η ∈ C∞
0 (Ω) be an

arbitrary non-negative test function. We denote by E′ the intersection of
E with the support of η. There exists a sequence of functions {φj}∞j=1 such
that for each j we have

1. φj ∈ C∞
0 (Ω),

2. 0 ≤ φj ≤ 1,
3. φj = 1 on some neighborhood Uj of E′,
4. lim

j→∞
φj(x) = 0 for almost all x ∈ Rn,

5. lim
j→∞

∫
Ω
|∇φj|n logn−1−α(e + |∇φj |) = 0.

We set
ϕj = (1 − φj)η ∈ C∞

0 (suppη \ E′).

Let ϕ = ϕj in (3.17). Recall that |f | is assumed to be bounded in Ω and
also that ∇ϕj = (1− φj)∇η− η∇φj . It follows from the conditions defining
φj that we can pass to the limit (as j → ∞) in (3.17) to obtain that∫

B0

|Df |nηn

log1+α(e + |Df |nηn)
dx ≤c(n, β)

∫
B0

|f ⊗∇η|n
logα+1−n(e + |f ⊗∇η|) dx

+ c(n, β)
∫

B0

exp(
β

2
K(x)) dx,
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which implies (3.22). This then proves Corollary 1.4.

4 Appendix

Proof of the inequality

ab logα−1(c(n)(ab)
1
n ) ≤ C(n)

β
a logα(a

1
n ) + C(α, β, n) exp(βb). (4.1)

The case a ≤ e is easy. Suppose a > e. We have that

ab log−1(c(n)(ab)
1
n ) ≤ ab log−1(a

1
n )

≤ 4
β

(
a log a + exp(

β

2
b))
)

log−1 a
1
n

≤ c(n)
β

(
a + exp(

β

2
b)
)

,

(4.2)

where we used the elementary inequality

ab ≤ a log a + exp(2b)

for a ≥ 1, b ≥ 1. We also have that

logα(c(n)(ab)
1
n ) ≤ 2 logα a

1
n + c(n, α) logα(c(n)b), (4.3)

which follows from
(x + y)α ≤ 2xα + c(α)yα

for x > 0, y > 0, α > 0.
Combining (4.2) and (4.3) yields

ab logα−1(c(n)(ab)
1
n )

≤ c(n)
β

(
a + exp(

β

2
b)
)

(2 logα a
1
n + c(n, α) logα(c(n)b))

≤ c(n)
β

(
a logα a

1
n + c(n, α, β) exp(βb)

)
,

(4.4)

as desired. The last inequality holds because of the estimates

c(n, α)a logα(c(n)b) ≤ a logα a
1
n + c(n, α, β) exp(βb),

and
exp(

β

2
b) logα a

1
n ≤ a logα a

1
n + c(n, α, β) exp(βb(x)),

for the lower order terms which can be proved easily.
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