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MEAN CURVATURE FLOW WITH FLAT NORMAL BUNDLES

KNUT SMOCZYK, GUOFANG WANG, AND Y. L. XIN

Abstract. We show that flatness of the normal bundle is preserved under the
mean curvature flow in R

n and use this to generalize a classical result for hyper-
surfaces due to Ecker & Huisken [3] in the case of submanifolds with arbitrary
codimension.

1. Introduction

Let us consider immersions

F : Mm → R
n

of an m-dimensional submanifold in R
n of codimension k. Throughout this paper

we shall assume that there is a one-parameter family Ft = F (·, t) of immersions with
corresponding images Mt = Ft(M) such that mean curvature flow

d

dt
F (x, t) = H(x, t) , x ∈ M(1)

F (x, 0) = F0(x)

is satisfied for some initial data F0. Here, H(x, t) is the mean curvature vector of
Mt at the point x ∈ M , i.e. H is the trace of the second fundamental form

A = ∇dF.

The mean curvature flow has been studied intensively by many authors. Most of
the results have been obtained for hypersurfaces. A classical result is due to Ecker
and Huisken [3], where they study hypersurfaces in R

n+1 that can be represented
as entire graphs over a flat plane. Their result says that any polynomial growth
rate for the height and the gradient of the initial surface M0 is preserved during
the evolution and that in case of Lipschitz initial data with linear growth, (1) has a
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smooth solution for all times t > 0. The growth condition was

v =
1

〈ν, ω〉 ≤ const,

where ω ∈ R
n+1, |ω| = 1 and ν is some choice of unit normal vector such that

〈ν, ω〉 > 0. In addition, they proved that these hypersurfaces approach a selfsimilar
expanding solution of (1) as t → ∞ provided the initial graph was “straight” at
infinity.

In higher codimension, the general picture of mean curvature flow is still incomplete
even though some work has been carried out by Chen, Li [1], Wang [13], [14] and one
of the authors [9]. E.g. based on the interior estimates for hypersurfaces obtained
by Ecker and Huisken in [4], Wang [14] proved that any initial compact submanifold
that satisfies a local K-Lipschitz condition admits a smooth solution on some time
interval (0, T ), T > 0.

In the case of graphical mean curvature flow in higher codimension there are some
longtime existence and convergence results to flat spaces. In [13] Wang defined a
similar expression as the above mentioned quantity v which was essential to get
the a-priori estimates needed in the longtime existence and convergence results.
However, in that paper the author had to assume a smallness condition on v and
the theorem did not apply to arbitrary graphs. In [9] it was shown that Lagrangian
graphs with convex potentials admit smooth solutions for all times and that the
solutions exponentially converge to flat Lagrangian planes.

So, for some time it was unclear how to generalize the results in [3] in the “best”
way to the case of arbitrary codimension. Motivated by a recent paper of the third
author [15], we believe that the flatness of the normal bundle is the key ingredient to
get the convergence results for arbitrary graphs in higher codimension. Note, that
trivially the normal bundle of any hypersurface is flat. So our result is a natural
extension of the results by Ecker and Huisken.

There are many examples of submanifolds with flat normal bundles. Hypersurfaces
are trivial examples. Other trivial examples are curves in R

n. In addition, any
submanifold of codimension 2 in R

n which also is a hypersurface of the standard
sphere Sn−1 must have a flat normal bundle. For more examples, see [2], [10],
[11] and [12], where a theory of isoparametric submanifolds was established in the
framework of flat normal bundles.

The organization of the paper is as follows: In section 2 we recall the monotonicity
formula and the noncompact maximum principle by Ecker and Huisken and intro-
duce the class of solutions for which our results will apply. Section 3 introduces
our notation and recalls the most important structure equations in the geometry of
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real submanifolds. Some basic evolution equations for the mean curvature flow are
derived resp. recalled in section 4. In section 5 we prove that polynomial growth
rates are preserved in arbitrary codimension and that these growth estimates can be
applied even to non-graphical submanifolds, like cylinders. The core of our article
is the proof of Theorem 1, i.e. that flatness of the normal bundle is preserved. This
will be done in section 6. In the remainder - based on this fundamental observation
- we can proceed basically as in [3], to carry over the results by Ecker and Huisken
to the case of arbitrary codimension.

We are indebted to Jürgen Jost for his constant support and the MPI in Leipzig for
hospitality. The authors also wish to thank Klaus Ecker for fruitful discussions.

2. The class of solutions

Throughout this article we shall assume that the solutions of (1) that we consider
will belong to the class of solutions for which we can apply Huisken’s monotonicity
formula

Proposition 1. (Huisken) For a function f(x, t) on M we have

d

dt

∫
M

fρdµt =

∫
M

(
d

dt
f − ∆f

)
ρdµt −

∫
M

fρ

∣∣∣∣H +
F⊥

2(t0 − t)

∣∣∣∣2 dµt,(2)

where

ρ(y, t) =
1

(4π(t0 − t))
n
2

e
− |y|2

4(t0−t)

is the backward heat kernel on R
n at the origin, and t0 > t.

In particular, we will assume that integration by parts is permitted and all integrals
are finite for the submanifolds and functions we will consider in the sequel. E.g.,
this is the case for those smooth solutions of (1) for which the curvature and its
covariant derivatives have at most polynomial growth at infinity since then the
faster exponential decay rate of the heat kernel ρ yields finite integrals.

As in [3] we will repeatedly use the following maximum principle which is based on
the monotonicity formula.

Corollary 1. (Ecker and Huisken [3]) Suppose the function f = f(x, t) satisfies the
inequality (

d

dt
− ∆

)
f ≤ 〈a,∇f〉
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for some a which is uniformly bounded on M × [0, t1] for some t1 > 0, then

sup
Mt

f ≤ sup
M0

f

for all t ∈ [0, t1].

3. Geometric quantities of immersions

Let F : Mm → R
n be an immersion and let k be the codimension of M , i.e.

n = k + m. We let (xi)i=1,...,m denote local coordinates on M and we will always
use cartesian coordinates (yα)α=1,...,n on R

n. Doubled greek and latin indices are
summed form 1 to n resp. from 1 to m. In local coordinates the differential dF of
F is given by

dF = F α
i

∂

∂yα
⊗ dxi,

where F α = yα(F ) and F α
i = ∂F α

∂xi . The coefficients of the induced metric gij dxi⊗dxj

are

gij = 〈Fi, Fj〉 = gαβF α
i F β

j ,

where gαβ = δαβ is the euclidean metric in cartesian coordinates. As usual, the
Christoffel symbols are

Γk
ij =

1

2
gkl(

∂glj

∂xi
+

∂gli

∂xj
− ∂gij

∂xl
).

The second fundmental form is defined by

A = ∇dF := Aα
ij

∂

∂yα
⊗ dxi ⊗ dxj .

Here and in the following all canonically induced full connections on bundles over
M will be denoted by ∇. Later, we will occasionally also use the connection on
the normal bundle which will then be denoted by ∇⊥. It is easy to check that in
cartesian coordinates on R

n we have

Aα
ij = F α

ij − Γk
ijF

α
k ,

where F α
ij = ∂2F α

∂xi∂xj . By definition, A is a section in F−1TR
n ⊗ T ∗M ⊗ T ∗M and it

can be easily checked that A is normal, i.e. that

A ∈ Γ (NM ⊗ T ∗M ⊗ T ∗M) ,

where NM denotes the normal bundle of M w.r.t. the immersion F . This means
that

gαβAα
ijF

β
k = 0, ∀ i, j, k.(3)
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In particular, the mean curvature vector field H = Hα ∂
∂yα with Hα = gijAα

ij satisfies

gαβHαF β
j = 0, ∀ j.

The curvature of the normal bundle is defined locally by Rαβ
ij

∂
∂yα ⊗ ∂

∂yβ ⊗dxi ⊗dxj ,

where by Ricci’s equation

Rαβ
ij = Aα

isA
βs
j − Aα

jsA
βs
i .(4)

The normal bundle is flat if and only if Rαβ
ij vanishes for any α, β, i and j. In

addition we have the Gauß equations for the induced curvature tensor on M

Rijkl = gαβ(Aα
ikA

β
jl − Aα

ilA
β
jk).(5)

Let us also recall the Codazzi equations

∇iA
α
jk = ∇jA

α
ik + F α

l Rl
kji,(6)

∇kAα
jk = ∇jH

α + F α
l Rl

j .(7)

The following rule for interchanging derivatives

∇i∇jA
α
lk = ∇j∇iA

α
lk − Rm

lijA
α
mk − Rm

kijA
α
lm(8)

and the second Bianchi identity together with the Codazzi equations imply the
Simons’ identity

∆Aα
lk = ∇l∇kH

α + Rm
l Aα

mk + Rm
k Aα

ml − 2Aα
jmR j m

l k

+F α
m(∇lR

m
k + ∇kR

m
l −∇mRlk),

(9)

where Rij denotes the Ricci curvature of M .

4. Evolution equations

¿From the main evolution equation

d

dt
F = H

we obtain

d

dt
F α

i = ∇iH
α.
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Let us define the symmetric tensors

aij := gαβHαAβ
ij , bij := gαβAα

ikA
βk
j ,

so that by Gauß’ equation the Ricci tensor satisfies

Rij = aij − bij .(10)

¿From gαβF α
i Hβ = 0 we derive the evolution equation for the induced metric gij

d

dt
gij = 2gαβ∇iH

αF β
j = −2gαβHαAβ

ij = −2aij .(11)

Consequently, the volume form dµ on M satisfies

d

dt
dµ = −|H|2dµ.(12)

We need to compute the evolution equation for Aα
ij. In a first step we get

d

dt
Aa

ij =
d

dt
F α

ij − F α
k

d

dt
Γk

ij − Γk
ij

d

dt
F α

k .

= ∇i∇jH
α − d

dt
Γk

ijF
α
k .

The evolution equation for Γα
ij is

d

dt
Γk

ij =
1

2
gkl(∇i

d

dt
glj + ∇j

d

dt
gli −∇l

d

dt
gij).

The last two equations, the Simons’ identity and (10), (11) imply

d

dt
Aα

ij = ∆Aα
ij − Rm

i Aα
mj − Rm

j Aα
mi + 2Aα

mnRm n
i j

−F α
m(∇ib

m
j + ∇jb

m
i −∇mbij)(13)

In addition
d

dt
Hα = gij d

dt
Aα

ij + 2aijAα
ij

= gij

(
∇i∇jH

α − d

dt
Γk

ijF
α
k

)
+ 2aijAα

ij

= ∆Hα − gij d

dt
Γk

ijF
α
k + 2aijAα

ij

so that
d

dt
|H|2 = 2Hα

d

dt
Hα

= 2Hα∆Hα + 4|aij |2,
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for F α
k Hα = 0. Thus

d

dt
|H|2 = ∆|H|2 − 2|∇iH

α|2 + 4|aij |2.
Since HαF α

i = 0 we conclude that

∇iHβF β
j F α

l gjl = −al
iF

α
l

so that

|∇iH
α|2 = |∇iH

α + al
iF

α
l |2 + |aij |2.

Hence

d

dt
|H|2 = ∆|H|2 − 2|∇iH

α + al
iF

α
l |2 + 2|aij|2.(14)

Let ∇⊥ denote the normal connection induced from the immersion F . Then |∇⊥H|2 =
|∇iH

α + al
iF

α
l |2.

Remark 1. For a hypersurface with inward unit normal vector ν, scalar mean cur-
vature H and second fundamental tensor hij we have Aα

ij = hijν
α, Hα = Hνα and

aij = Hhij,∇iH
α = ∇iHνα − al

iF
α
l so that −2|∇iH

α|2 = −2|∇H|2 − 2|aij|2 and
|aij |2 = H2|A|2.

Now we compute the evolution equation for |A|2. From (11), (13) and the normality
of A we deduce

d

dt
|A|2 = 4aijbij + 2Aij

α

d

dt
Aα

ij

= 4aijbij + 2Aij
α

(
∆Aα

ij − Rm
i Aα

mj − Rm
j Aα

mi + 2Aα
mnRm n

i j

)
= ∆|A|2 − 2|∇lA

α
ij|2 + 4|bij|2 + 4Aij

α Aα
mnRm n

i j.(15)

Since

4|bij |2 + 4Aij
α Aα

mnRm n
i j = 2|Rαβ

ij|2 + 4|Aαm
n Aβn

m |2

and the tangential part of ∇lA
α
ij is given by −Aβ

ijA
k
βlF

α
k we conclude

|∇lA
α
ij|2 = |∇lA

α
ij + Aβ

ijA
k
βlF

α
k |2 + |Aαm

n Aβn
m |2

and finally

d

dt
|A|2 = ∆|A|2 − 2|∇lA

α
ij + Aβ

ijA
k
βlF

α
k |2 + 2|Aαm

n Aβn
m |2 + 2|Rαβ

ij |2.(16)

Here |∇lA
α
ij + Aβ

ijA
k
βlF

α
k |2 = |∇⊥A|2.



8 K. SMOCZYK, G. WANG, AND Y. L. XIN

5. Growth estimates

In this section we will prove that polynomial growth estimates for submanifolds in
R

n are preserved under the mean curvature flow. Note, that in this section we do
not require that M0 or Mt can be written as graphs over some flat m-plane. We
will use a flat 	-plane merely as a reference submanifold to measure distances. As a
consequence, we will also obtain growth estimates for other objects as graphs, e.g.
for cylindrical objects as depicted in figure 1.

Figure 1. Growth rates of cylindrical surfaces are preserved.
Here, the surface is given by (x, φ) 
→ (u1, u2, u3) =

(
x, (1 +

|x|) cos x cos φ, (1 + |x|) cos x sin φ
)
. Since u2 := u2

2 + u2
3 = (1 +

|x|)2 cos2 x ≤ 2(1 + x2) the surface grows linearly over the axis of
rotation. We have 	 = 1, m = 2 and n = 3.

Choose an orthonormal basis e1, . . . , en of R
n and let 1 ≤ 	 ≤ n be an integer (for

later purposes we have in mind 	 = m but here in general 	 and m can be different).
For an immersion F : Mm → R

n we define n coordinate functions

ui := 〈F, ei〉 , i = 1, . . . , n



MEAN CURVATURE FLOW 9

In addition we define

x :=

√√√√ �∑
i=1

u2
i , u :=

√√√√ n∑
i=�+1

u2
i

such that |F |2 = x2 + u2. Since
(

d
dt
− ∆

)
ui = 0 we conclude

d

dt
|F |2 = ∆|F |2 − 2m,(17)

d

dt
u2 = ∆u2 − 2

n∑
i=�+1

|∇ui|2,(18)

d

dt
x2 = ∆x2 − 2m + 2

n∑
i=�+1

|∇ui|2,(19)

since
n∑

i=1

|∇ui|2 = m.

For a constant c > 0 to be determined later, we define the function

η := 1 + ct + x2.

Let ϕ : R
+ → R

+ be a smooth function with ϕ′ ≤ 0, ϕ′′ ≥ 0. We want to compute
the evolution equation of u2ϕ(η).

d

dt

(
u2ϕ

)
= ϕ

(
∆u2 − 2

n∑
i=�+1

|∇ui|2
)

+ u2ϕ′
(

∆η + 2
n∑

i=�+1

|∇ui|2 + c − 2m

)

= ∆
(
u2ϕ

)− 2ϕ′〈∇η,∇u2〉 − ϕ′′u2|∇η|2 − 2(ϕ − u2ϕ′)
n∑

i=�+1

|∇ui|2

+(c − 2m)u2ϕ′.

If at some point on Mt we have u2 = 0, then at such a point

d

dt

(
u2ϕ

) ≤ ∆
(
u2ϕ

)
.

We want to prove that this inequality holds at all points on Mt. At those points,
where ϕ′ = 0 we are done as well. So w.l.o.g. we can assume that u �= 0 and ϕ′ �= 0.
Next observe that

|∇u2|2 ≤ 4u2

n∑
i=�+1

|∇ui|2
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implies

|∇u|2 ≤
n∑

i=�+1

|∇ui|2

at all points, where u �= 0. We use Schwarz’ inequality to estimate

−2ϕ′〈∇η,∇u2〉 ≤ −2ϕ′(εu2|∇η|2 +
1

ε
|∇u|2) ≤ −2εϕ′u2|∇η|2 − 2

ε
ϕ′

n∑
i=�+1

|∇ui|2,

where ε is some positive constant. We choose ε = −ϕ′
ϕ

and get

d

dt

(
u2ϕ

) ≤ ∆
(
u2ϕ

)
+

(
2(ϕ′)2

ϕ
− ϕ′′

)
u2|∇η|2 + (c − 2m)u2ϕ′.

As in [3] we have

∇lη = 2

〈
Fl, F −

n∑
i=�+1

uiei

〉
,

and therefore

|∇η|2 ≤ 4|F −
n∑

i=�+1

uiei|2 = 4x2 ≤ 4η,

so that always

d

dt

(
u2ϕ

) ≤ ∆
(
u2ϕ

)
+ u2

{
4η

(
2(ϕ′)2

ϕ
− ϕ′′

)
+ (c − 2m)ϕ′

}
.(20)

Proposition 2. If for some c0 < ∞, p ≥ 0, the inequality

u2 ≤ c0

(
1 + |F |2 − u2

)p
is satisfied on M0, then for all t > 0,

u2 ≤ c0

(
1 + |F |2 − u2 +

(
2m + 4(p − 1)

)
t
)p

.

Proof. We choose ϕ(η) = η−p and c = 2m + 4(p − 1). Then ϕ′ = −pη−p−1, ϕ′′ =
p(p + 1)η−p−2. Inserting this into (20) gives

d

dt

(
u2ϕ

) ≤ ∆
(
u2ϕ

)
+

u2

η

(
8p2 − 4p(p + 1) − p(c − 2m)

)
= ∆

(
u2ϕ

)
.

and the result follows from Corollary 1.
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6. Preserving flatness of the normal bundle

In this section we will prove that flatness of the normal bundle is preserved. We
do not require that M is a graph nor do we assume compactness or completeness.
The theorem can be applied to any smooth solution of the mean curvature flow for
which M0 has a flat normal bundle.

Theorem 1. Let F : M × [0, T ) → R
n be a smooth solution of the mean curvature

flow and assume that the normal bundle of M0 is flat. If |A|2 is bounded on each
Mt then the normal bundle of Mt is flat as well.

Note that we do not require that |A|2 is uniformly bounded in t.

Proof. For the proof of this theorem we have to compute the evolution equation of
the normal curvature tensor Rαβ

ij . We will show that the squared normal curvature

tensor R⊥ satisfies an evolution equation of the form

d

dt
|R⊥|2 = ∆|R⊥|2 − 2|∇R⊥|2 + A ∗ A ∗ R⊥ ∗ R⊥,(21)

where the last term is a contraction of a term quadratic in A and one which is
quadratic in R⊥. Then, by assumption on |A|2, on a compact time interval [0, t1]
we can choose a constant c (depending on t1) such that

d

dt
|R⊥|2 ≤ ∆|R⊥|2 − 2|∇R⊥|2 + c|R⊥|2

and the function f := e−ct|R⊥|2 satisfies

d

dt
f ≤ ∆f

on [0, t1]. The result then follows from Corollary 1.

It remains to derive the evolution equation for |R⊥|2. It turns out that the compu-
tation is rather complicated, since a number of symmetries of the curvature tensor
and the second fundamental form have to be used.

The first observation is

|R⊥|2 = |Rαβ
ij |2 = 2|bij |2 − 2cαβ

ij cij
βα,

where

cαβ
ij = Aα

ikA
βk
j .
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d

dt
bij = 2aklAαikA

α
lj +

d

dt
Aα

kjA
k
αi +

d

dt
Aα

kiA
k
αj

= 2aklAαikA
α
lj

+Ak
αj(∆Aα

ik − Rm
i Aα

mk − Rm
k Aα

mi + 2Aα
mnRm

i
n

k)

+Ak
αi(∆Aα

jk − Rm
j Aα

mk − Rm
k Aα

mj + 2Aα
mnRm

j
n

k)

and then

d

dt
bij = 2aklAαikA

α
lj + ∆bij

−∇lAk
αj∇lA

α
ik − Rm

i bjm − Rm
k Ak

αjA
α
mi + 2Ak

αjA
α
mnRm

i
n

k

−∇lAk
αi∇lA

α
jk − Rm

j bim − Rm
k Ak

αiA
α
mj + 2Ak

αiA
α
mnRm

j
n

k.

This implies

d

dt
|bij|2 = 4aikbilb

l
k + 2bij d

dt
bij

= 4aikbilb
l
k + 4aklAα

ikAαljb
ij + 2bij(∆bij − 2∇lAk

αj∇lA
α
ik)

+4bij(−Rm
i bjm − Rm

k Ak
αjA

α
mi + 2Ak

αjA
α
mnRm

i
n

k)

and from Rij = aij − bij

d

dt
|bij |2 = 4bijbm

i bjm + 4bijbm
k Ak

αjA
α
mi

+∆|bij |2 − 2|∇lbij |2 − 4bji∇lAk
αj∇lA

α
ik

+8bijAk
αjA

α
mnRm

i
n

k

= 4bijbm
i bjm + 4bijbm

k Ak
αjA

α
mi

+∆|bij |2 − 2|∇lbij |2 − 4bji∇lAk
αj∇lA

α
ik

+8bijAk
αjA

αmn(Aβ
mnAβik − Aβ

mkAβin)

= ∆|bij |2 − 2|∇lbij |2 − 4bji∇lAk
αj∇lA

α
ik

+4bijbm
i bjm + 4bijbm

k Ak
αjA

α
mi + 8bijglnc

αβ
ji cnl

αβ − 8bj
l c

αβ
jk clk

βα

so that

d

dt
|bij |2 = ∆|bij |2 − 2|∇lbij |2 − 4bji∇lAk

αj∇lA
α
ik + 4Γ1 + 4Γ2 + 8Γ3 − 8Γ4,(22)
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where

Γ1 := bijbm
i bjm, Γ2 := bijbm

k Ak
αjA

α
mi

Γ3 := bijglncαβ
ji cnl

αβ , Γ4 := bj
l c

αβ
jk clk

βα.
(23)

To continue, we need an expression for d
dt

cαβ
ij .

d

dt
cαβ
ij = 2aklAα

ikA
β
lj +

d

dt
Aα

ikA
βk
j +

d

dt
Aβ

kjA
αk
i

= 2aklAα
ikA

β
lj

+Aβk
j (∆Aα

ik − Rm
i Aα

mk − Rm
k Aα

mi + 2Aα
mnRm

i
n

k) − Aβk
j F α

mλm
ik

+Aαk
i (∆Aβ

jk − Rm
j Aβ

mk − Rm
k Aβ

mj + 2Aβ
mnRm

j
n

k) − Aαk
i F β

mλm
jk,

where

λm
ik = ∇ib

m
k + ∇kb

m
i −∇mbik.

Therefore

d

dt
cαβ
ij = 2aklAα

ikA
β
lj + ∆(Aα

ikA
βk
j )

−∇lAβk
j ∇lA

α
ik + Aβk

j (−Rm
i Aα

mk − Rm
k Aα

mi + 2Aα
mnRm

i
n

k) − Aβk
j F α

mλm
ik

−∇lAαk
i ∇lA

β
jk + Aαk

i (−Rm
j Aβ

mk − Rm
k Aβ

mj + 2Aβ
mnRm

j
n

k) − Aαk
i F β

mλm
jk

= ∆cαβ
ij − 2∇lAβk

j ∇lA
α
ik + 2bklAα

ikA
β
lj − Rm

i cαβ
mj − Rm

j cαβ
im

+2Aα
mnAβk

j Rm n
i k + 2Aαk

i Aβ
mnRm n

j k − Aβk
j F α

mλm
ik − Aαk

i F β
mλm

jk(24)

Then

d

dt

(
cαβ
ij cij

βα

)
= 2

d

dt
cαβ
ij cij

βα + 4ak
l c

αβ
kj clj

βα

= ∆
(
cαβ
ij cij

βα

)
− 2∇lcαβ

ij ∇lc
ij
βα − 4cij

βα∇lAα
ik∇lA

βk
j

+2cij
βα

{
2bklAα

ikA
β
lj − Rm

i cαβ
mj − Rm

j cαβ
im + 2Aα

mnAβk
j Rm n

i k

+2Aαk
i Aβ

mnRm n
j k

}
+ 4ak

l c
αβ
kj clj

βα

= ∆
(
cαβ
ij cij

βα

)
− 2∇lcαβ

ij ∇lc
ij
βα − 4cij

βα∇lAα
ik∇lA

βk
j

+8bk
l c

αβ
kj clj

βα + 8cij
βαAα

mnAβk
j Rm n

i k

= ∆
(
cαβ
ij cij

βα

)
− 2∇lcαβ

ij ∇lc
ij
βα − 4cij

βα∇lAα
ik∇lA

βk
j

+8Γ4 + 8Γ5 − 8Γ6,(25)
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where

Γ5 := cαm
mγ cβγ

jl clj
βα, Γ6 := cαγ

mic
βm
jγ cij

βα.(26)

One can also show that

Rαβ
ijRαβklR

ijkl = 4(Γ6 − Γ7),(27)

where

Γ7 := cαj
iβ clγ

αjc
iβ
γl .

Similarly, one has

cαm
mγRαβ

ijRγβ
ij = 2(Γ3 − Γ5),(28)

Rαβ
ijR

γi
α lR

jl
βγ = Γ1 − 3Γ4 + 3Γ6 − Γ7(29)

and

bijRαβ
kiRαβ

k
j = 2(Γ2 − Γ4).(30)

Let us define

G1 := bmk∇lAα
ik∇lA

i
αm , G2 := Ak

βjA
i
αm∇lAα

ik∇lA
β
mj

and

G3 := cmk
αβ ∇lAα

ik∇lA
βi
m , G4 := Aβk

j Ai
βm∇lAα

ik∇lA
jm
α .

Since

∇lR
αβ

ij = ∇lA
α
ikA

βk
j + Aα

ik∇lA
βk
j −∇lA

β
ikA

αk
j − Aβ

ik∇lA
αk
j ,

we obtain

|∇Rαβ
ij|2 = 4(bmk∇Aα

ik∇Ai
αm + Ak

βjA
i
αm∇Aα

ik∇Aβ
mj

−cmk
αβ ∇Aα

ikA
βi
m − Aβk

j Ai
βm∇Aα

ik∇Ajm
α )

= 4(G1 + G2 − G3 − G4).

In addition

|∇lbij |2 = 2ckl
αβ∇Aα

ik∇Aβi
l + 2Ak

αjA
βi
l ∇Aα

ik∇Alj
β = 2(G2 + G3)

and

∇(cαβ
ij )∇(cij

βα) = 2Aα
ikA

jl
α∇Aβk

j ∇Ai
βl + 2cβl

kα∇Aαk
i ∇Ai

βl

= 2(G3 + G4).
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Combining (22), (25) and the last equations we get

d

dt
|Rαβ

ij|2 = ∆|Rαβ
ij|2 − 8(G2 + G3) − 8G1 + 8(G3 + G4) + 8G3

+8(Γ1 + Γ2 + 2Γ3 − 2Γ4) − 16(Γ4 + Γ5 − Γ6)

= ∆|Rαβ
ij|2 − 2|∇lR

αβ
ij |2 + 8(Γ1 − 3Γ4 + 3Γ6 − Γ7)

−8(Γ6 − Γ7) + 16(Γ3 − Γ5) + 8(Γ2 − Γ4)

and in view of the previous equations for Γi, i = 1, . . . , 7, we conclude

d

dt
|Rαβ

ij|2 = ∆|Rαβ
ij|2 − 2|∇lR

αβ
ij |2 + 8Rαβ

ijR
γi

α lR
jl

βγ

−2RijklRαβ
ijRαβkl + 8cαm

mγRαβ
ijRγβ

ij + 4bijRαβ
kiRαβ

k
j(31)

and this equation is of the form given in (21).

Remark 2. One can replace the gradient term ∇lR
αβ

ij by ∇⊥
l Rαβ

ij , where ∇⊥ is
the normal connection. This simplifies (31) a bit. We leave the details to the reader.

7. Graphical mean curvature flow with flat normal bundles

In the remaining section we will see that in case of entire graphs with flat normal
bundles the computations in the paper by Ecker & Huisken basically carry over
unchanged to the case of arbitrary codimension. In the following we will outline the
basic steps.

Let us assume that the initial submanifold M0 can be written as an entire graph
over a flat m-plane in R

n such that the normal bundle of M0 is flat.

Suppose ω ∈ Ωm(Rn) is a parallel m-form with |ω| = 1. ω induces a function w on
any immersion F : Mm → R

n by

F ∗ω =: wdµ,

where dµ is the induced volume form on M . Since |ω| = 1 we must have

−1 ≤ w(x) ≤ 1 , ∀x ∈ M.

The angle α defined by cosα = w measures the angle between the flat plane defined
by ω and the tangent planes of the submanifold M . The condition to be a graph
then is easily expressed by

w > 0.

For hypersurfaces, w is also given by the angle between the normal vector ν of M
and a fixed normal direction of the reference plane defined by ω. This was considered
in [3]. For immersions with higher codimension, a similar w-function was considered
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in [7]. The evolution equation for F ∗ω was derived earlier in a paper by M.-T.
Wang [13] and for the sake of completeness we include the evolution equation in our
notation.

d

dt
ωi1···im = ∆ωi1···im − Rωi1···im −

∑
s<j

ωi1···is−1αsis+1···ij−1αj ij+1···imR
αsαj

isij
,(32)

where R denotes the scalar curvature and ωi1···im = ωα1···αmF α1
i1

· · ·F αm
im

.

A first observation is

Lemma 1. Suppose F : Mm × [0, T ) → R
n is a smooth solution of the mean cur-

vature flow as in Theorem 1. Then w defined as above satisfies

d

dt
w = ∆w + w|A|2.(33)

Proof. We know that the normal bundle will be flat for all t. Hence

d

dt
F ∗ω = ∆F ∗ω − RF ∗ω

and the conclusion follows from d
dt

dµ = −|H|2dµ and R = |H|2 − |A|2.

The second observation is

Lemma 2. Suppose F : Mm × [0, T ) → R
n is as in Lemma 1. Then

d

dt
|A|2 = ∆|A|2 − 2|∇⊥A|2 + 2|Aαm

n Aβn
m |2(34)

≤ ∆|A|2 − 2|∇⊥A|2 + 2|A|4

Proof. The Lemma follows from (16), Theorem 1 and the estimate

|Aαm
n Aβn

m |2 ≤ |A|4.

Hence, in the case of a flat normal bundle the differential inequality for |A|2 is the
same as in the case of codimension one. Using these observations, we can follow [3]
closely to consider the mean curvature flow with flat normal bundles.

Now let us assume the following linear growth condition

v :=
1

w
≤ c1 < ∞(35)
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holds everywhere on M0 for some constant c1. (33) implies that if M0 satisfies (35)
then Mt also satisfies (35) with the same constant.

Lemma 3. The term |A|2v2 satisfies(
d

dt
− ∆

)
|A|2v2 ≤ −2v−1〈∇v,∇(|A|2v2)〉.(36)

Proof. To prove the Lemma, we need the following Kato type inequality

|∇⊥A|2 ≥ m + 2

m
|∇|A||2,(37)

which was proved in [15] for immersions with flat normal bundle. Now the proof
follows from the proof of Lemma 4.1 in [3].

Note that when the codimension is one, (37) was proved in [8]. A direct consequence
of Lemma 3 and Corollary 1 is

Corollary 2. If Mt is a smooth solution of (1) with bounded v and bounded |A|2 on
each Mt, then there is the following estimate

sup
Mt

|A|2v2 ≤ sup
M0

|A|2v2.

One can also get a differential inequality for higher derivatives of the second fund-
mental form(

d

dt
− ∆

)(
tl+1|(∇⊥)lA|2) ≤ −2tl+1|(∇⊥)l+1A|2 + (l + 1)tl|(∇⊥)lA|2

+ C(n, l)tl+1
∑

i+j+k=l

|(∇⊥)iA||(∇⊥)jA||(∇⊥)lA||(∇⊥)lA|,(38)

for any integer l ≥ 0, where C(n, l) is a constant depending only on n and l. There-
fore, the higher order estimates in [3] can also be obtained in our case. Furthermore
we get

Proposition 3. Let Mt be a smooth solution of (1) with flat normal bundle. Then
for each m ≥ 0 there is a consant C(m) such that

tm+1|(∇⊥)mA|2 ≤ C(m).(39)

Rescaling as in [3] (see also [6]), we define

F̃ (s) =
1√

2t + 1
F (t),
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where s is given by s = 1
2
log(2t+1). In the new time variable s, we have a normalized

equation

d

ds
F̃ = H̃ − F̃ .(40)

From Proposition 2, Corollary 2 and Proposition 3 we have estimates for the rescaled

immersion F̃

ũ2(F̃ , s) ≤ c̃0(1 + x̃2(F̃ , s))

ṽ(F̃ , s) ≤ c1

|Ã|2(F̃ , s) ≤ c2,

where ũ2 := |F̃⊥|2, x̃2 = |F̃ T |2 and c̃0, c1, c2 are some constants depending only on
the initial immersion F0.

Eventually, since the term |aij|2 appearing in the evolution equation of the squared
mean curvature (14) can be estimated by

|aij|2 ≤ |H|2|A|2,
the computations can be carried out in the same way to derive

Theorem 2. Suppose M0 is an entire graph with bounded curvature over some R
m

in R
n satisfying the linear growth condition (35) and that M0 has a flat normal

bundle. Then the mean curvature flow admits a smooth solution for all t > 0 with
uniformly bounded curvature quantities. If in addition we assume that

u2 ≤ c3(1 + |F |2)1−δ(41)

holds on M0 for some constant c3 < ∞ and δ > 0, then the solution M̃s of the

normalized mean curvature flow (40) converges for s → ∞ to a limiting surface M̃∞
satisfying the equation for selfsimilarly expanding solutions

F⊥ = H.(42)

Remark 3. We note that Proposition 4.5 in [3], the spatial decay behaviour, can
also easily be done in the same way. We leave the details to the reader.

Remark 4. We improved the previous results of the third author. The dimension
limitation in [15] can be removed. That will appear in another paper.
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