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Traveling wave speeds in rapidly oscillating mediaF. Dkhil� and A. StevensyDedicated to K.P. HadelerAbstractIn this paper we study the e�ects of periodically varying heterogeneous media on thespeed of traveling waves in reaction-di�usion equations. Under suitable conditions thetraveling wave speed of the non-homogenized problem can be calculated in terms ofthe speed of the homogenized problem. We discuss a variety of examples and focusespecially on the inuence of the symmetric and antisymmetric part of the di�usionmatrix on the wave speed.Keywords Reaction-di�usion equations, homogenization, traveling wave speedAMS classi�cation 35B20, 35B27, 35B50, 35C20, 35K55, 35K57, 41A601 IntroductionFront propagation is a phenomenon occuring in various scienti�c contexts. Examplesare: chemical kinetics, spread of epidemics, traveling population fronts in ecology andin population genetics, transport in porous media, transport of chemical signals throughtissues, propagation of action potentials in coupled nerve cells, shear ows in cylinders,and reactive ows in composite materials. Several of these processes are modeled byreaction-di�usion-advection equations.Many results are available on front propagation in homogeneous media and enviro-ments. The study of front propagation in heterogeneous media is more recent. Sinceheterogeneities occur in every natural environment, an important problem is to under-stand how these heterogeneities inuence the traveling fronts, e.g. their location, pro�le,and their speed. In this paper we therefore consider a general ansatz �rst, and calculatethe speed of traveling fronts of reaction-di�usion equations with rapidly oscillating di�u-sion and drift coe�cients. For an excellent reference on mathematical results of propaga-tion phenomena in heterogeneous media, especially on existence and stability of travelingwaves, and further references not cited here, compare the survey paper [13].�D�epartement de Math�ematiques, Institut Sup�erieur d'Informatique, Universit�e Tunis El-Manar, 2 rueAbou Raihan Bayrouni, 2080 Ariana, Tunisie. (fathi.dkhil@isi.rnu.tn)yMax-Planck-Institute for Mathematics in the Sciences, Inselstr. 22-26, D-04103 Leipzig, Germany.(stevens@mis.mpg.de) 1



The basic typ of equation we are dealing with is the followingut = rz (A(z)rzu) + f(u) z = (z1; :::; zn) 2 D = R � 
 � Rn ; t > 0:with inital conditions u(0; z) = u�(z): (1)Here A(z) is a positive de�nite matrix, f 2 C2([0; 1]) ful�lls f(0) = f(1) = 0 and is eitherof bistable or combustion type. The cross section of the cylinder 
 � Rn�1 is boundedwith C1;� boundary. For simplicity we will consider waves in direction e1 = (1; 0; :::; 0).Concerning existence and stability of traveling waves, when A is independent of z1, theshear ow problem has been studied most. Existence of unique monotone waves for bistablenonlinearity and a convex cross section 
, as well as for the combustion nonlinearity wereshown in [2], [1]. Global stability in dimensions higher than one where shown in [9],extending the classical one-dimensional result by Fife and McLeod, [3].For A depending on all spatial variables, z1; :::; zn the existence of a wave for combustionnonlinearities was shown in [12], and in [11] for bistable nonlinearities, when the matrixA(z) is close to a constant. In the later case also local stability in one space dimensioncould be proved. In [14] it was shown that waves do not exist in the bistable case ifthe oscillations of A(z) are too large. The existence of traveling waves for systems inperiodically perforated domains close to the homogenization limit was proved by Heinze[7]. This technique also covers the case of rapidly oscillating coe�cients.First results on the qualitative behavior of propagating waves, namely variationalprinciples for the speed of front propagation for KPP-type nonlinearities, respectivelyFisher's population genetic model, were given by Hadeler and Rothe in [5] and G�artnerand Freidlin in [4].In the following we choose z = x" and consider the problemut = r(A(x" )ru) + f(u); x 2 Rn ; t > 0 (2)with initial data u(0; x) = u�(x):We assume A(z) to be 1-periodic in all variables, thus the cross section 
 is a unit torus.We suppose that this equation admits a unique monotone and stable traveling wave indirection e1. As mentioned before waves to exist in the bistable case if " is su�cientlysmall, but their stability has not yet been proven.The variational characterization given in [8] allows to calculate the deviation of the wavespeed of (2), if existing, from the wave speed of the related homogenized problem. Asimilar variational characterization was also given in [6] for A depending on (z2; ::; zn)only.In [8] it was shown that in many cases the acceleration or slowing down of the wavespeed for problem (2) can not be decided upon the �rst order expansion of the wavespeed. Here we have a more detailed look at the problem and consider the second ordercoe�cients of the expansion where necessary.
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2 The variational characterization of the wave speedDEFINITION 2.1 (compare [8]). We de�ne a wave u� of (1) with velocity c 6= 0 indirection e1 connecting the two zeros 0 and 1 of f by:� u� is a solution of (1)� u� �t+ 1c ; x� e1� = u�(t; x) for all t 2 R; x 2 Rn� u�(�1; x) = 0, u�(1; x) = 1.The wave u� is stable with respect to some subset Is of initial data if for the solution u of(1) with u� 2 Is limt!1 supx2Rn ju(t; x)� u�(t; x+ �e1)j = 0holds for some shift � 2 R.Suppose that there exists a unique monotone and stable traveling wave (u�; c) in directionof e1. LetK = nv 2 C1(R; C2(D))���@tv(t; x) > 0; 0 < v(t; x) < 1; v(0; :) 2 Is; v(t+ 1; x� e1) = v(t; x)obe the sets of admissible comparison functions. For v 2 K de�ne (v(x)) = rx(A(x)rxv(t; x)) + f(v(x))@tv(t; x) :In [8] a variational characterization of the wave speed was given for more general situations.Here we will state a speci�c version of the result as a lemma.LEMMA 2.2 [8] Suppose that there exists a unique stable traveling wave for problem (1)then the traveling wave speed c is given bysupv2K inf(t;x)2(R�D) (v(t; x)) = c = infv2K sup(t;x)2(R�D) (v(t; x)):The proof needs a maximum principle and relates technically to results given by Vol'pertet al in [10] for monotone systems of ODE's.A traveling wave u" for problem (2) with wave speed c" has of course to satisfyu�"(t+ "c ; x� "e1) = u�(t; x)in De�nition 2.1. Thus the condition for admissible test functions in K = K" changes tov(t+ "; x� "e1) = v(t; x):By means of Lemma 2.2 we obtain an asymptotic expansion for c". Here we consider termsup to second order. The �rst order expansion of the wave speed was already proved in [8].We have to calculate cell problems of higher order and thus use di�erent test functions.3



3 Asymptotic expansion of c"THEOREM 3.1 Assume that the homogenized problem of (2) has a unique travelingfront (up to translation) with nonzero speed and that there exists a unique monotone andstable traveling wave (u"; c") in direction e1 which is a solution of (2). Then the wavespeed c" has the following expansionc" = c0 + "c1 + "2c2 +O("3)where c0 is the speed of the homogenized problem.Proof. We consider the test function:v(t; x) = u0(�) + "u1(�; z) + "2u2(�; z) + "3u3(�; z) + "4u4(�; z)where � = x1 + t, z = x" and u0 is a solution of the following homogenized problem� A0u000 � c0u00 + f(u0) = 0u0(�1) = 0; u0(1) = 1 (3)with u1(�; z) = �1(z)u00(�) + �1(�)u2(�; z) = �2(z)u000(�) + �1(z)�01(�) + �2(�)u3(�; z) = �3(z)u0000 (�) + �2(�)�001(�) + �1(z)�02(�)u4(�; z) = �4(z)u(4)0 (�) + �3(z)�0001 (�) + �2(�)�002(�) + hu020 (�)f 00(u0(�)):Here �i, h solve the following cell problem (unique, 1-periodic, with zero average solutions)and �1; �2 will be chosen laterrzArz�1 = �rzAe1rzArz�2 = A0 � e1Ae1 � e1Arz�1 �rzAe1�1rzArz�3 = A0�1 +A1 � e1Ae1�1 � e1Arz�2 �rzAe1�2rzArz�4 = A0�2 +A1�1 +A2 � e1Ae1�2 � e1Arz�3 �rzAe1�3rzArzh = �2 � �212 � I (�2 � �212 ) (4)with A0 = I e1A(rz�1 + e1) = I (rz�1 + e1)A(rz�1 + e1)A1 = I e1A(rz�2 + e1�1)A2 = I e1A(rz�3 + e1�2): (5)Since A is positive de�nite we have A0 > 0. Further on we know v(t+"; x�"e1) = v(t; x).Near �1 all derivatives of u0 have the same exponential decay rate as u00: Also �1 and4



�2, which will be speci�ed below, have this decay rate. Hence @tv > 0 for small " and thusv 2 K". Since r = e1@� + 1"rz, an easy computation gives thatr(Arv) + f(v) = c0u00 + " �A1u0000 + c0u01 � c0�01 +A0�001 + �1f 0(u0)�+"2 hA2u(4)0 + �1 �A1u(4)0 + a0�0001 + �01f 0(u0) + u00�1f 00(u0)�+�2 �A0u(4)0 + u000f 0(u0) + u002f 00(u0)�+A1�0001 � �u002f 00(u0)+A0�002 + �2f 0(u0) + �212 f 00(u0)�+O("3)where � = H (�2 � �212 ) = �12 H �21. We have1@tv = 1u00 1� "u01u00 � "2u02u00 + "2u012u002 !+O("3):Thus  (v) = c0 + "u00 �A1u0000 +A0�001 � c0�01 + �1f 0(u0)�+ "2u00 hu01u00 (�A1u0000 �A0�001 + c0�01 � �1f 0(u0))+�1 �A1u(4)0 +A0�0001 � c0�001 + �01f 0(u0) + u00�1f 00(u0)�+A2u(4)0 +A1�0001 � �u002f 00(u0)+ �212 f 00(u0) +A0�002 � c0�02 + �2f 0(u0)�+O("3):We choose �1 and �2 such that the coe�cients of " and "2 for  (v) are constants. Thisrequires that �1 and �2 are solutions of the following two equationsA0�001 � c0�01 + �1f 0(u0) = �A1u0000 + c1u00A0�002 � c0�02 + �2f 0(u0) = c2u00 �A2u(4)0 + �u002f 00(u0)� �212 f 00(u0)�A1�0001 + c1�01:The solvability conditions imply thatc1 ZR u002(x)e� c0A0 xdx = A1 ZR u00(x)u0000 (x)e� c0A0 xdx; (6)c2 ZR u002(x)e� c0A0 xdx = A2 ZR u00(x)u(4)0 (x)e� c0A0 xdx� c1 ZR u00(x)�01(x)e� c0A0 xdx (7)+ZR u00(x)�A1�0001 � �u002f 00(u0) + �212 f 00(u0)� e� c0A0 xdx:5



If the solvability condition (6) is satis�ed then �1 = � + �u00 with � 2 R ; � is uniquelydetermined, bounded and satis�es the following equations:A0�00 � c0�0 + �f 0(u0) = �A1u0000 + c1u00 (8)and ZR u00�e� c0A0 xdx = 0: (9)Hence the solvability condition (7) can be written (with some e�ort) asc2 ZR u002(x)e� c0A0 xdx = A2 ZR u00(x)u(4)0 (x)e� c0A0 xdx� c1 ZR u00(x)�0(x)e� c0A0 xdx+ZR u00(x)�A1�000 + �22 f 00(u0)� e� c0A0 xdx:= A2 ZR u00(x)u(4)0 (x)e� c0A0 xdx� c1 ZR u00(x)�0(x)e� c0A0 xdx+A1 ZR �(x)��2u(4)0 (x)� 7c02A0u0000 (x) + 2c20A20 u000(x)� e� c0A0 xdx: (10)From the solvability conditions (6) and (10) we obtain c1 and c2 respectively. Thereforewe have  (v) = c0 + "c1 + "2c2 +O("3):To conclude the result of the theorem, note that the asymptotic expansion of  (v) up tothe second order in " is a constant. This ends the proof of Theorem 3.1.PROPOSITION 3.2 Let � > 0 and c� = c0;�+ "c1;�+ "2c2;�+O("3) be the asymptoticexpansion of the wave speed de�ned in Theorem 3.1 for the matrix �A. Then we havec0;� = p�c0; c1;� = c1 and c2;� = c2p�where c0; c1 and c2 are given in Theorem 3.1.Thus multiplication of the matrix A by a positive constant has no e�ect on the signs ofc0; c1 and c2. This will be used later when we give explicit examples.Proof. Let (v; c0;�) be the unique solution of� �A0v00 � c0;�v0 + f(v) = 0v(�1;1; 0) = u0(�1;1; 0):We know Ai = Ai(A) for i 2 f0; 1; 2g, and thus for all � > 0 we haveAi(�A) = �Ai(A):6



By uniqueness, it follows that c0;� = p�c0 and for all x 2 R we havev(x) = u0( xp�):Equality (6) implies thatc1;� ZR v02(x)e� c0;��A0 xdx = �A1 ZR v0(x)v000(x)e� c0;��A0 xdx:By change of variable we getc1;�p� ZR u002(x)e� c0A0 xdx = �A1(p�)3 ZR u00(x)u0000 (x)e� c0A0 xdxwhich implies c1;� = c1.Let �� be the unique solution of�A0�00� � c0;��0� + ��f 0(v) = ��A1v000 + c1;�v0with ZR v0��e� c0;��A0 xdx = 0:Then ��(x) = 1p��( xp�) where � is de�ned by (8) and (9).After a change of variable the solvability condition (10) for c2;� results in c2;� = c2p� .REMARK 3.3 If A1 = 0 then c1 = 0 and c2 is given byc2 ZR u002(x)e� c0A0 xdx = A2 ZR u00(x)u(4)0 (x)e� c0A0 xdx: (11)This formulation will be used later to calculate the sign of c2.In the following we �rst try to get some information about A2.PROPOSITION 3.4 Let B = AT and Bi be the corresponding constants de�ned by (5)for the matrix AT . Then we have1. (i)B0 = A0; (ii)B1 = �A1; (iii)B2 = A22. If A is a symmetric matrix then A1 = 0, so c1 = 0 and A2 is given byA2 = I rz(�2 � �212 )Arz(�2 � �212 ):In this case we have A2 � 0 and c2 can be calculated from (11).7



The following assertions are equivalent:(i) A2 = 0(ii) �2 � �212 = const:(iii) h = 0(iv) (e1 +rz�1)A(e1 +rz�1) = const:, which is equal to A0.Proof. Let  i be the solutions of the cell problem (4) with the matrix B in place of A.Case 1.(i) B0 = I e1B(rz 1 + e1) = I e1Ae1 � I  1rzAe1= I e1Ae1 + I  1rzArz�1 = I e1Ae1 + I �1rzBrz 1= I e1Ae1 � I �1rzBe1 = I e1A(rz�1 + e1) = A0:Case 1.(ii)I e1Arz�2 = I  1rzArz�2= I  1(A0 �rzAe1�1 � e1Arz�1 � e1Ae1)= I �1(e1Brz 1 +rzBe1 1)� I e1Be1 1= I �1(�rzBrz 2 +B0 � e1Be1)� I e1Be1 1= �I  2rzArz�1 � I e1Ae1�1 � I e1Be1 1= �I e1Brz 2 � I e1Ae1�1 � I e1Be1 1 = �B1 � I e1Ae1which implies that A1 = �B1.Case 1.(iii)I e1Arz�3 = I  1rzArz�3= I  1(A0�1 +A1 �rzAe1�2 � e1Arz�2 � e1Ae1�1)= I  1�1(A0 � e1Ae1)� I �2e1Ae1 � I  2rzArz�2= I  1�1(A0 � e1Ae1)� I �2e1Ae1 + I  2e1Be1�I �1(e1Brz 2 +rzBe1 2):
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This implies thatA2 := I e1A(rz�3 + e1�2)= I  2e1Be1 + I �1(A0 1 � e1Ae1 1 � e1Brz 2 �rzBe1 2)= I  2e1Be1 + I �1rzBrz 3= I  2e1Be1 + e1Brz 3 = B2:2. If A is a symmetric matrix then A = B and  i = �i and we haveA2 = I e1Arz�3 + I �2e1Ae1= I  1�1(A0 � e1Ae1)� I  2rzArz�2= I �21(A0 � e1Ae1 +rz�1Arz�1)� I �21rz�1Arz�1 + I rz�2Arz�2= I �21(A0 � e1Ae1 +rz�1Arz�1) + I rz(�2 � �212 )Arz(�2 + �212 )= I �21�A0 � e1Ae1 +rz�1Arz�1 �rzArz�2 + 12rzArz�21�+I rz(�2 � �212 )Arz(�2 � �212 )= I �21�e1Arz�1 +rzAe1�1 +rz�1Arz�1 + 12rzArz�21�+I rz(�2 � �212 )Arz(�2 � �212 )= I �21(�e1Arz�1 �rz�1Arz�1) + I rz(�2 � �212 )Arz(�2 � �212 ):We multiply the �rst equation of the cell problem (4) by �31 and by integration by partswe get I �21(e1Arz�1 +rz�1Arz�1) = 0which implies that A2 = I rz(�2 � �212 )Arz(�2 � �212 ):Since the matrix A is positive de�nite we have A2 � 0 and A2 = 0 if and only ifrz(�2 � �212 ) = 0 (12)which implies that �2 � �212 = const: = I (�2 � �212 ):The last equation of the cell problem (4) implies thatrz(�2 � �212 ) = 0() h = 0:9



Since A is positive de�nite, equation (12) is equivalent to0 = rzArz(�2 � �212 )= A0 � e1Ae1 � e1Arz�1 �rzAe1�1 �rz(A�1rz�1)= A0 � e1A(e1 +rz�1)� (e1 +rz�1)Arz�1= A0 � (e1 +rz�1)A(e1 +rz�1):This is equivalent toA0 = (e1 +rz�1)A(e1 +rz�1); which is constant.This ends the proof of Proposition 3.4.4 Speci�c casesTo understand the e�ects of speci�c types of periodically varying heterogeneous media onthe wave speed we study some cases in more detail.Case 1: A = A(x1).First we consider the 1-dimensional situation. Let A = a(x1) > 0 be a 1-periodic functionde�ned in R, then A1 = 0 and thus c1 = 0. An easy computation gives thatA0 = I a(�01 + 1) = 1R 10 1aand A2 = A0 Z 10 �21 � 0A2 = 0() �1 = 0() a = const:The last equivalence results from the �rst equation of the cell problem (4).The same results are true for A = A(x1) being an n�n matrix with entries just dependingon x1, namely A0 and A2 just depend on the �rst component a1;1 of the matrix A.Later we will use the formulation given above for A2 to determine the sign of c2 whenf is of exact bistable type.Case 2: 2-D case.For simplicity let A = A(x2) = � a bc d � (13)be a positive de�nite matrix. Since a; b; c; d all depend only on x2, we have �i = �i(x2)for all i. De�ne fc�b and g byfc�b = c� bd � 1d R 10 c�bdR 10 1d and g = a� bcd + 1d R 10 cd R 10 bd(R 10 1d )2 : (14)10



After some computations (details are given in the Appendix) we obtainA0 = Z 10 g;A1 = Z 10 (A0 � g)Z x0 fc�bdsdxandA2 = Z 10 1d �Z x0 (A0 � g)�2 � 1R 10 1d �Z 10 1d Z x0 (A0 � g)�2
+ Z 10 �Z x0 (A0 � g)�0B@c� bd Z x0 fc�b � fc�b Z 10 Z x0 fc�b � 1d R 10 c�bd�R 10 1d�2 Z 10 1d Z x0 fc�b1CA� R 10 cd R 10 bd�R 10 1d�2  Z 10 1d �Z x0 fc�b�2 � 1R 10 1d �Z 10 1d Z x0 fc�b�2!:The �rst term of the right hand side of the equation is positive. To simplify the secondterm and to determine the sign of the third term we de�ne c� = c� k and b� = b+ k withk = 12 R 10 1d Z 10 c� bd :We have fc�b = f� = c� � b�d and g � kf� = g� = a� c�b�d + 1d (R 10 c�d )2(R 10 1d )2 :Thus f� = 0 is equivalent to A�AT = const: An easy computation gives thatA0 = Z 10 g�; A1 = Z 10 A0 � g� Z x0 f� andA2 = Z 10 1d �Z x0 (A0 � g�)�2 � 1R 10 1d �Z 10 1d Z x0 (A0 � g�)�2+Z 10 �Z x0 (A0 � g�)� f��Z x0 f� � Z 10 Z x0 f�� (15)� �R 10 c�d �2�R 10 1d�2  Z 10 1d �Z x0 f��2 � 1R 10 1d �Z 10 1d Z x0 f��2!
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With this we can see that the �rst term on the right hand side of (15) is positive and thethird term is negative. The second term is simpli�ed and equal to zero if A0 � g� = Cf�.To analyze the sign of A2, we �rst state a useful corollary.COROLLARY 4.1 Suppose that there exists a constant C such that A0 � g� = Cf� (ifd is constant this is equivalent to ad � bc = C 0(c � b) + const: for a C 0 2 R) while c � bis not constant, then A1 = 0 and the sign of A2 is well determined as a function of theconstant C and of R 10 c+bd . More precisely1. If C2 =  R 10 c+bd2 R 10 1d !2 then A2 = 0.For d = const: the condition reads C 0 = � R 10 b or C 0 = R 10 c.2. If C2 >  R 10 c+bd2 R 10 1d !2 then A2 > 0.For d = const:: C 0 < minf� R 10 b; R 10 cg or C 0 > maxf� R 10 b; R 10 cg.3. If C2 <  R 10 c+bd2 R 10 1d !2 then A2 < 0.For d = const:: minf� R 10 b; R 10 cg < C 0 < maxf� R 10 b; R 10 cg.We omit the proof of this Corollary.Equality (15) implies that1) If f� = 0, respectively A�AT = const:, then we have A1 = 0 and A2 is given byA2 = Z 10 1d �Z x0 (A0 � g�)�2 � 1R 10 1d �Z 10 1d Z x0 (A0 � g�)�2 � 0;A2 = 0() g� = const:() g = const:. This means that c1 = c2 = 0.2) If g� = const: then we have A1 = 0 and A2 is given byA2 = ��R 10 c�d �2�R 10 1d�2  Z 10 1d �Z x0 f��2 � 1R 10 1d �Z 10 1d Z x0 f��2! � 0;A2 = 0 if and only if (f� = 0 or R 10 c�d = 0) which means (A�AT = const: or R 10 c+bd = 0).To understand the e�ects of the symmetric and antisymmetric part of A on c1 and c2better, we discuss some examples in more detail.12



5 ExamplesWe know from [11] that for bistable nonlinearities f and for small oscillations of A thereexists a traveling wave for (2) but for large oscillations of A there is no traveling wave.Therefore we have to chose our examples accordingly. By multiplication with positiveconstans we can transform large oscillations into a small ones and we know from Propo-sition 3.2 that this multiplication does not change the sign of c1 and c2 but only a�ectsthe absolute value of c2. Hence for the sign considerations in our examples we do not takecare of these factors.In the following let ki; bi and K be real constants and n 6= m nonzero integers. The con-stant K is chosen large enough in comparison to the other constants in order to ful�ll thepositive de�niteness condition for the matrix A.We know from Proposition 3.4 that b and c play the same role in the computation of A0and A2, so we can exchange b and c in those calculations.Example 1: Let the matrix A = A(x2) in (13) be de�ned as followsb = const:; d = const: > 0; c = k1 sin(2�nx2) + band a = k2 sin(2�nx2) + k3 cos(2�nx2) + k4 sin(2�mx2) + k5 cos(2�mx2) +Kwith n 6= m. Using the fact that for all n 6= m we haveZ 10 sin(2�nx) cos(2�mx)dx = Z 10 sin(2�nx) sin(2�mx)dx = Z 10 cos(2�nx) cos(2�mx)dx = 0an easy computation gives that A0 = K; A1 = k1k34�ndand A2 = 18d�2 � 1n2 (k22 + k23 � 2bk1k2d ) + 1m2 (k24 + k25) + k21k52dmn�m=2n� :If k1, k3 have the same sign, then A1 > 0. Identical oscillations of a and c have no e�ecton A1, and also di�erences in periodicity of the oscillations are not a�ecting it, whereasthe right type of \counter-oscillations" with the same periodicity do. We remark thatA1 = 0() k1 = 0 or k3 = 0:If k1 = 0 then A is a symmetric matrix and we have A1 = 0 andA2 = 18d�2 � 1n2 (k22 + k23) + 1m2 (k24 + k25)� � 0:13



So the sign of c2 does not change for di�erent constants k2; :::; k5. The last inequality isalready known from Proposition 3.4;In this case A2 = 0 if and only if k2 = k3 = k4 = k5 = 0 (which means the matrix A hasconstant entries).If k3 = 0 in the original situation of this example, then A1 = 0, thus c1 = 0 andA2 = 18d�2 � 1n2 (k22 � 2bk1k2d ) + 1m2 (k24 + k25) + k21k52dmn�m=2n� :which can be negative in case the identical oscillations of a and c are strong and/or b islarge. Thus also c2 can change sign in this case.Example 2: Let the matrix A be de�ned like in (13) withd = const: > 0; b = k1 sin(2�nx2) + k2 cos(2�nx2) + b1c = k3 sin(2�nx2) + k4 cos(2�nx2) + b2and a = k5 sin(2�nx2) + k6 cos(2�nx2) +K:An easy computation gives that A0 = K � k1k3 + k2k42d ;A1 = 14�nd �k6(k3 � k1)� k5(k4 � k2) + b1 + b2d (k1k4 � k2k3)�andA2 = 18�2n2d �k25 + k26 � k5 b1 + b2d (k1 + k3)� k6 b1 + b2d (k2 + k4)+k1k3 + k2k48d2 �k21 + k22 + k23 + k24 + 8(b1 + b2)2�� 3(k21 + k22)(k23 + k24)16d2 �where again K is supposed to be large enough and especially A0 > 0. Since the explicitexpression of A2 is quite complex, we discuss its sign only when A1 = 0 and in somesimpli�ed cases.Case 1: k1 = k2 = 0A0 = K; A1 = k3k6 � k4k54�nd ; and A2 = 18d�2n2 �k25 + k26 � b1 + b2d (k3k5 + k4k6)� :We remark that A1 = 0() k3k6 = k4k5:14



Here the counter-oscillations of a and c are balanced.If k3; k4; k5; k6 are all positive, then A1 changes sign if the counter-oscillations of a and care imbalanced in a suitable way.Suppose that A1 = 0 and there exists i 2 f3; 4; 5; 6g such that ki 6= 0 (for example k3)then A2 = k5(k23 + k24)8d�2n2k23 �k5 � b1 + b2d k3� :This case ful�ll the conditions of Corollary 4.1 namely ad � bc = C 0(c � b) + const: withC 0 = b1 � k5dk3 therefore1. A2 = 0 if and only if k5 = 0 or k5 = b1+b2d k3.This is an example for c1 = c2 = 0 and the matrix A is not constant.2. A2 > 0 if and only if k5 < minf0; b1+b2d k3g or k5 > maxf0; b1+b2d k3g3. A2 < 0 if and only if minf0; b1+b2d k3g < k5 < maxf0; b1+b2d k3g.Case 2: k5 = b1+b22d (k1 + k3) and k6 = b1+b22d (k2 + k4). Then we have A1 = 0 andA2 = �1128�2n2d3 h4(b1 + b2)2�(k3 � k1)2 + (k4 � k2)2�+ 3(k21 + k22)(k23 + k24) :�2(k1k3 + k2k4) �k21 + k22 + k23 + k24� i:Depending on the parameters A2 changes sign.If k1k3 + k2k4 � 0 then A2 � 0;A2 = 0 if one of the following assertions holds1. k1 = k2 = k3 = k4 = 0, in this case the matrix A is constant.2. k1 = k2 = 0 and b1 + b2 = 0, thus c = const:or3. k3 = k4 = 0 and b1 + b2 = 0, thus b = const:Both are examples for c1 = c2 = 0 and the matrix A is not constant.For Case 2, 2.,3. we have a = const: and b or c is constant which means that ad � bc =C 0(c � b) + const: with C 0 = c or C 0 = �b (i.e. the constant one), so we know fromCorollary 4.1 that there is no inuence on the wave speed up to the second order.In particular, if the matrix A has exact antisymmetric oscillations, i.e. k3 = �k1 andk4 = �k2, then A2 < 0. 15



For large b1 + b2 and (k1 6= k3 or k2 6= k4) we also have A2 < 0.Note here that the symmetric part of the matrix A has an e�ect towards A2 being positiveand the antisymmetric part has an e�ect towards A2 being negative.6 The exact bistable caseHere we are back to the general n-dimensional case. In this section, for exact bistablenonlinearity f , we determine the value of c1 as a function of A0 and A1, and if A1 = 0(e.g. when A is a symmetric matrix) we determine the value of c2 as a function of A0 andA2. The nonlinearity f of equations (2) and (3) is assumed to be of the formf(u) = u(1� u)(u� �) � 2 (0; 1) n f12g:For a unique solution of equation (3), we �x a point, for example u0(0) = 12 . An easycomputation gives thatc0 =rA02 (1� 2�) and u0(x) = 11 + e� xp2A0 :Consider the three termsI0 = ZR u002e� c0A0 xdx; I1 = ZR u00u0000 e� c0A0 xdx and I2 = ZR u00u(4)0 e� c0A0 xdx:We have I0 = ZR u002e� c0A0 xdx = 12A0 ZR e� 2xp2A0(1 + e� xp2A0 )4 e� c0A0 xdx= 1p2A0 Z 10 t2�2�(1 + t)4 dt= 1p2A0 Z 10 t1�2�(1 + t)3 dt� 1p2A0 Z 10 t1�2�(1 + t)4dt:Using the fact that for all integers n � 2 we haveZ 10 t1�2�(1 + t)n+1dt = (1� 21� �n )Z 10 t1�2�(1 + t)ndtwe obtain I0 = 2�(1� �)3p2A0 Z 10 t1�2�(1 + t)2 dt:A similarly easy computation gives thatI1 = ZR u00u0000 e� c0A0 xdx = p2A060A20 �(1� �)(12�2 � 12�+ 1)Z 10 t1�2�(1 + t)2dt:16



Hence c1 = A120A0 (12�2 � 12�+ 1) = A110A20 (3c20 �A0):Like in the computation of I0 and I1 we obtain thatI2 = ZR u00u(4)0 e� c0A0 xdx = �(1� �)90A20 (1� 2�)(8�2 � 8�� 1)Z 10 t1�2�(1 + t)2 dt:which implies that I2 � c0 < 0:Conclusion. For the exact bistable nonlinearity we havec1 = 3A120A0 �(1� 2�)2 � 23� :For � = 12 �q16 we have c1 = 0. If A1 6= 0 then c1 can change sign depending on theexact value of the parameter �, so the nonlinearity has an e�ect on the wave speed whichmeans slowing it down or speeding it up. For the e�ect of A1 on the sign of c1 comparethe discussion and details given previously.If A1 = 0 then c1 = 0 and c2 is given byc2 = A230A0p2A0 (1� 2�)(8�2 � 8�� 1)which implies that c0c2 = A2(1� 2�)230A0 �(1� 2�)2 � 32� :In this case we see that the sign of c0c2 depends only on the sign of A2 since (1�2�)2� 32 <0. The nonlinearity has an e�ect on the wave speed but the wave speed slows down orspeeds up depending only on the di�usivity (and not on the nonlinearity).In particular if A is a symmetric matrix then A1 = 0, c1 = 0 and A2 � 0. Since 0 < � < 1in this case we have c0c2 � 0. For any A = A(x1) with a1;1 non-constant we have c0c2 < 0in any space dimension.7 DiscussionIn this paper we studied the e�ects of periodically varying heterogeneous media on thespeed of traveling waves of reaction di�usion equation. The speed of the wave can beexpanded in terms of the space periodicity. Since the �rst order expansion often cannotclarify the inuence of the medium on the speed of the front, in particular if the di�usionmatrix A is symmetric, we have analyzed also the second order expansion where necessaryc" = c0 + c1"+ c2"2 +O("3) :If A is symmetric, then A1 = 0, thus c1 = 0 and A2 � 0.Generally, if A1 = 0 then c1 = 0 and c2 is given by (11).17



If A = A(x1) then A1 = c1 = 0 and A0 and A2 are depending only on the �rst componenta1;1; of the matrix A. For an exact bistable f we have c0c2 � 0.In two dimensions and for A = A(x2) we obtained the following results. If A� AT =const: then c1 = 0 and A2 � 0. So no sign change of c2 is possible. For constant a2;2 andidentical oscillations of a1;1 and a2;1 there is no e�ect on A1 and thus not on c1. The righttype of counter-oscillations with the same periodicity do have an e�ect on the wave speed.In the n-dimensional setting and for exact bistable f , the nonlinearity does inuencethe wave speed if A1 6= 0. In case A1 = 0, thus c1 = 0, then f does not inuence the signof c2. Explicit formulas for c1; c2 in the expansion of the wave speed could be given.8 AppendixHere we compute A0, A1 and A2 for the two-dimensional situation as given in section 4,case 2. Let A, fc�b and g be given like in (13) and (14). We have for all i 2 f1; 2; 3; 4g,�i = �i(x2). De�ne fc and fb byfc = cd � 1d R 10 cdR 10 1d and fb = bd � 1d R 10 bdR 10 1d :From the �rst equation of the cell problem (4) we haverA(r�1 + e1) = 0 =) �01 = � cd + 1d R 10 cdR 10 1d = �fcA0 = Z 10 a+ b�01 = Z 10 (a� bcd ) + R 10 cd R 10 bdR 10 1d = Z 10 g :We have R 10 �1 = 0 and �1(1) = �1(0) which implies that�1 = �Z x0 fc + Z 10 Z x0 fc:The equation satis�ed by �2 isrA(r�2 + e1�1) = A0 � e1A(r�1 + e1);after integration we get�02 = 1d Z x0 (A0 � g)� 1d R 10 cdR 10 1d Z x0 fb � cd�1 + 1d R 10 cdR 10 1d Z 10 Z x0 fc�1d R 10 cd(R 10 1d)2 Z 10 1d Z x0 fc�b � 1d R 10 1d R x0 (A0 � g)R 10 1d :
18



Using this expression we get from (5)A1 = Z 10 a�1 + b�02 = Z 10 �1 g + bcd � 1d R 10 cd R 10 bd(R 10 1d)2 !� Z 10 �1 bcd + Z 10 bd Z x0 (A0 � g)�R 10 bdR 10 1d Z 10 1d Z x0 (A0 � g) � R 10 cdR 10 1d Z 10 bd Z x0 fb + R 10 bd R 10 cdR 10 1d Z 10 Z x0 fc�R 10 bd R 10 cd(R 10 1d)2 Z 10 1d Z x0 fc�b= Z 10 fb Z x0 (A0 � g) + Z 10 g��Z x0 fc + Z 10 Z x0 fc��R 10 bd R 10 cd(R 10 1d)2 Z 10 1d ��Z x0 fc + Z 10 Z x0 fc�+R 10 bd R 10 cdR 10 1d Z 10 Z x0 fc � R 10 bd R 10 cd(R 10 1d)2 Z 10 1d Z x0 fc= Z 10 fb Z x0 (A0 � g) + Z 10 (A0 � g)Z x0 fc = Z 10 (A0 � g)Z x0 fc�b:Here we have used R 10 fb R x0 fb = 0.Now we integrate the third equation of the cell problem (4) we get for �3�03 = � cd�2 + 1d Z x0 �A0�1 +A1 � a�1 � b�02�+ 1d R 10 1d Z 10 � cd�2 � 1d Z x0 (A0�1 +A1 � a�1 � b�02)� :

19



Therefore we getA2 = Z 10 a�2 + b�03 = Z 10 �a�2 � bcd �2 + bd Z x0 (A0�1 +A1 � a�1 � b�02)�+R 10 bdR 10 1d Z 10 � cd�2 � 1d Z x0 A0�1 +A1 � a�1 � b�02�= Z 10 �2 �A0 + g + R 10 bdR 10 1d fc!+ Z 10 fb Z x0 (A0�1 +A1 � a�1 � b�02)= Z 10 �02 Z x0 (A0 � g)� R 10 bdR 10 1d Z x0 fc + bZ x0 fb!� Z 10 (A0�1 +A1 � a�1)Z x0 fb= Z 10 "� cd�1 + 1d Z x0 (A0 � g)� 1d R 10 1d Z 10 1d Z x0 (A0 � g)�1d R 10 cdR 10 1d Z x0 fb + 1d R 10 cdR 10 1d Z 10 Z x0 fc�1d R 10 cd(R 10 1d)2 Z 10 1d Z x0 fc�b# Z x0 (A0 � g) � R 10 bdR 10 1d Z x0 fc + bZ x0 fb!�Z 10  A0�1 +A1 � g + bcd � 1d R 10 cd R 10 bd(R 10 1d)2 !�1!Z x0 fb
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= Z 10 �Z x0 (A0 � g)�"� cd Z 10 Z x0 fc + cd Z x0 fc + 1d Z x0 (A0 � g)� 1d R 10 1d Z 10 1d Z x0 (A0 � g)�1d R 10 cdR 10 1d Z x0 fb + 1d R 10 cdR 10 1d Z 10 Z x0 fc � 1d R 10 cd(R 10 1d )2 Z 10 1d Z x0 fc�b � 1d R 10 bdR 10 1d Z x0 fc+1d R 10 bd(R 10 1d)2 Z 10 1d Z x0 fc + bd Z x0 fb � 1d R 10 1d Z 10 bd Z x0 fb + fb Z 10 Z x0 fc + fc�b Z 10 Z x0 fb#+Z 10 (A0 � g)Z x0 fc Z x0 fb+Z 10 "�1d R 10 cdR 10 1d Z x0 fb + 1d R 10 cdR 10 1d Z 10 Z x0 fc � 1d R 10 cd(R 10 1d)2 Z 10 1d Z x0 fc�b#"bZ x0 fb � R 10 bdR 10 1d Z x0 fc#+Z 10 �1 �bcd Z x0 fb + cd R 10 bdR 10 1d Z x0 fc + bcd Z x0 fb � 1d R 10 cd R 10 bd(R 10 1d)2 Z x0 fb!= Z 10 1d �Z x0 (A0 � g)�2 � 1R 10 1d �Z 10 1d Z x0 (A0 � g)�2 � 12 Z 10 (A0 � g)�Z x0 fc�b�2
+Z 10 �Z x0 (A0 � g)�264�1d R 10 c�bd�R 10 1d�2 Z 10 1d Z x0 fc�b + 1d R 10 c�bdR 10 1d Z x0 fc�b � fc�b Z 10 Z x0 fc�b375+R 10 cd R 10 bd�R 10 1d�2 Z 10 "1d Z x0 fb Z x0 fc�b � 1d �Z 10 Z x0 fc�Z x0 fc�b + 1d R 10 1d Z x0 fc�b Z 10 1d Z x0 fc�b�1d �Z x0 fc�2 + 1d Z x0 fc Z 10 Z x0 fc + 1d Z x0 fc Z x0 fb � 1d Z x0 fb Z 10 Z x0 fc#= Z 10 1d �Z x0 (A0 � g)�2 � 1R 10 1d �Z 10 1d Z x0 (A0 � g)�2
+Z 10 �Z x0 (A0 � g)�0B@c� bd Z x0 fc�b � fc�b Z 10 Z x0 fc�b � 1d R 10 c�bd�R 10 1d�2 Z 10 1d Z x0 fc�b1CA+R 10 cd R 10 bd�R 10 1d�2  �Z 10 1d �Z x0 fc�b�2 + 1R 10 1d �Z 10 1d Z x0 fc�b�2!:21
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