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Abstract. We consider a thin elastic strip Ωh = (0, L) × (−h/2, h/2), and
we show that stationary points of the nonlinear elastic energy (per unit height)
Eh(v) = 1

h

R
Ωh

(W (∇v) − h2g(x1) · v) dx whose energy is bounded by Ch2 con-

verge to stationary points of the Euler-Bernoulli functional J2(ȳ) =
R L

0
( 1
24

Eκ2 −
g · ȳ) dx1 where ȳ : (0, L) → R

2 , with ȳ′ =
`
cos θ
sin θ

´
, and where κ = θ′ . This cor-

responds to the equilibrium equation − 1
12

Eθ′′ + g̃ · `− sin θ
cos θ

´
= 0, where g̃ is the

primitive of g . The proof uses the rigidity estimate for low-energy deformations
[4] and a compensated compactness argument in a singular geometry. In addition,
possible concentration effects are ruled out by a careful truncation argument.

Keywords: dimension reduction, nonlinear elasticity, thin beams, equilibrium configura-
tions
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1. Introduction and main result

The relation between three-dimensional nonlinear elasticity and theories for lower-
dimensional objects such as rods, beams, membranes, plates, and shells has been
an outstanding question since the very beginning of research in elasticity. In fact,
there is a large variety of lower-dimensional theories. They are usually obtained
by making certain strong a-priori assumptions on the form of the solutions of the
full three-dimensional problem, and hence their rigorous range of validity is typically
unclear. As highlighted already in the work of Fritz John, the geometric nonlinearity
in elasticity, i.e., the invariance of the elastic energy under rotations, is one of the
key points. In particular, thin elastic objects can undergo large rotations even under
small loads, and this prevents any analysis based on a näive linearization. The first
rigorous results were only obtained in the early 90’s using a variational approach that
guarantees convergence of minimizers to a suitable limit problem. In this paper, we
discuss the convergence of possibly non-minimizing stationary points of the elastic
energy functional.

To set the stage, let us first review the variational setting. Consider a cylindri-
cal domain Ωh = S×(−h

2 ,
h
2 ) where S is a bounded subset of R

2 with Lipschitz
boundary. To a deformation v : Ωh → R

3 , we associate the elastic energy (per unit
height)

Eh(v) =
1
h

∫
Ωh

W (∇v) dz.
1
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We assume that the stored-energy density W satisfies the following conditions:

W (RF ) = W (F ) ∀R ∈ SO(3) (frame indifference), (1.1)
W = 0 on SO(3), (1.2)
W (F ) ≥ cdist2(F, SO(3)), c > 0, (1.3)
W is C2 in a neighbourhood of SO(3). (1.4)

Here, SO(3) denotes the group of proper rotations. The frame indifference implies
the existence of a function W̃ defined on symmetric matrices such that W (∇v) =
W̃ ((∇v)T∇v), i.e., the elastic energy depends only on the pull-back metric of v .

For the discussion of the limiting behavior of Eh as h → 0, it is convenient
to rescale Ωh to a fixed domain Ω = S×(−1

2 ,
1
2) by a change of variables, z =

(x1, x2, hx3) and y(x) = v(z). With the notation

∇hy = (∂1y, ∂2y,
1
h∂3y) = (∇′y, 1

h∂3y),

we thus have

Eh(v) = Ih(y) =
∫

Ω
W (∇hy) dx.

The variational approach leads to a hierarchy of limiting theories depending on the
scaling of Ih . More precisely, as h→ 0

1
hβ
Ih Γ−→ Iβ

in the sense of Γ-convergence. This implies, roughly speaking, that minimizers of
Ih (subject to suitable boundary conditions or body forces) converge to minimizers
of Iβ , provided Ih evaluated on the minimizers is bounded by Chβ . Γ-convergence
was first established by LeDret and Raoult for β = 0 (see [6]), then for all β ≥ 2
in [4, 5] (see also [11, 12] for results for β = 2 under additional conditions). For
0 < β < 5/3 convergence was recently obtained by Conti and Maggi in [2], see also
[1]. The exponent β = 5/3 is conjectured to be relevant for the crumpling of elastic
sheets (see [8, 14, 2]).

Here, we focus on the case β = 2, which leads to Kirchhoff’s geometrically non-
linear bending theory. The natural class A of admissible functions for the limit
problem is given by isometric W 2,2 immersions from S into R

3 , i.e.,

A :=
{
y ∈W 2,2(Ω,R3) : ∂3y = 0, (∇′y)T∇′y = Id

}
.

The limiting energy functional is

I2(y) =

⎧⎨
⎩

1
24

∫
S
Q2(A) dx1dx2 if y ∈ A,

+∞ else.

Here, A is the second fundamental form, and Q2 is a quadratic form that can
be computed from the linearization D2W (Id) of the 3d energy at the identity. If
W (F ) = 1

2dist2(F, SO(3)), then simply Q2(A) = |A|2 .
In this paper, we consider the convergence of equilibria for the case β = 2. Instead

of treating the full problem of a reduction from 3d to 2d, we focus on the simpler
case 2d to 1d. Thus, we start from a thin strip

Ωh = (0, L)×(−h
2 ,

h
2 ), (1.5)
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and after the rescaling (z1, z2) = (x1, hx2), ∇h = (∂1,
1
h∂2), we consider the func-

tional
Jh(y) =

∫
Ω

(
W (∇hy) − h2g(x1) · y

)
dx.

The corresponding Γ-limit is given by

J2(ȳ) =
∫ L

0

( 1
24
Eκ2 − g · ȳ) dx1,

where

ȳ : (0, L) → R
2, ȳ′ =

(
cos θ
sin θ

)
, κ = θ′.

The functional J2 takes the value +∞ , if ȳ is not of the above form (here we took
the liberty to identify maps on Ω which are independent of x2 with maps on (0, L)).
It is convenient to fix one endpoint by requiring ȳ(0) = 0. Integrating the linear
term by parts, we obtain the following Euler-Lagrange equation corresponding to
the limit functional

− 1
12
Eθ

′′
+ g̃ ·

(− sin θ
cos θ

)
= 0, g̃(x1) :=

∫ x1

L
g(ξ) dξ. (1.6)

The main result of the paper is the following.
Theorem 1.1. Assume (1.1)–(1.4), the energy W is differentiable, and the deriv-
ative DW is globally Lipschitz. Let (y(h)) be a sequence of stationary points of Jh ,
subject to the boundary condition y(h)(0, x2) = (0, hx2) at x1 = 0 and to natural
boundary conditions on the remaining boundaries. Assume further∫

Ω
W (∇hy

(h)) ≤ Ch2. (1.7)

Then, up to subsequences,

y(h) → ȳ in W 1,2(Ω; R2), (1.8)

as h→ 0. The limit function ȳ satisfies

∂1ȳ =
(

cos θ
sin θ

)
, ∂2ȳ = 0, (1.9)

and θ satisfies (1.6) and
θ(0) = 0, θ′(L) = 0. (1.10)

Remark 1.2. An easy application of Poincaré’s inequality shows that the estimate
(1.7) automatically holds for minimizers.
Remark 1.3. In [9], Mielke uses a center manifold approach to compare solutions
in a thin strip to a 1d problem. His approach already works for finite h , but requires
that the nonlinear strain (∇hy)T∇hy is L∞ -close to the identity. Applied forces g
are also difficult to handle.

One key idea in the proof of Theorem 1.1 is to replace the use of comparison func-
tions in Γ-convergence by a compensated compactness argument (see Steps 6 and 7
in the next section). To set the stage for this argument, we use the quantitative rigid-
ity estimate of [4] to introduce suitable strain-like and stress-like variables G(h) and
E(h) , which are almost curl-free and divergence-free, respectively (see Steps 2 and
3 below). To control possible concentration effects, we use a truncation argument,
see Section 3.
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2. Proof

Let (y(h)) be a sequence of stationary points of Jh , i.e., suppose that∫
Ω

(
DW (∇hy

(h)) :∇hψ − h2g ·ψ
)
dx = 0 (2.1)

for every ψ ∈W 1,2(Ω; R2) with ψ = 0 on {x1 = 0}. Assume further estimate (1.7).

Step 1. Decomposition of the deformation gradients in rotation and strain.
By Proposition 4.1, we can construct a sequence (R(h)) ⊂ C∞((0, L); M2×2) such
that for every x1 ∈ (0, L), R(h)(x1) ∈ SO(2) and

‖∇hy
(h) −R(h)‖L2 ≤ Ch, (2.2)

‖(R(h))′‖L2 + h‖(R(h))′′‖L2 ≤ C, (2.3)

|R(h)(0) − Id| ≤ C
√
h. (2.4)

By (2.3), there exists R ∈ W 1,2((0, L); M2×2) such that up to subsequences R(h)

converges to R weakly in W 1,2((0, L); M2×2), hence uniformly in L∞((0, L); M2×2).
Thus R(x1) ∈ SO(2) for every x1 ∈ (0, L). Moreover, estimate (2.2) implies that

∇hy
(h) → R strongly in L2(Ω; M2×2).

In particular, ∂2y
(h) → 0 and thus

∇y(h) → Re1 ⊗ e1 strongly in L2(Ω; M2×2). (2.5)

Since |y(h)(0, x2)| ≤ h → 0, we deduce from Poincaré’s inequality that y(h) → ȳ
strongly in W 1,2(Ω; R2) and that ȳ satisfies ∂1ȳ = Re1 , ∂2ȳ = 0 a.e. in Ω. Thus,
(1.8) and (1.9) are proved.

We now make use of the approximated sequence of rotations R(h) in order to
decompose the deformation gradients as

∇hy
(h) = R(h)(Id+ hG(h)). (2.6)

The G(h) : Ω → M
2×2 are bounded in L2(Ω; M2×2) by (2.2). Thus, up to extracting

a subsequence, we can assume

G(h) ⇀ G weakly in L2(Ω; M2×2) (2.7)

for some G ∈ L2(Ω; M2×2).

Step 2. Consequences of the compatibility of the strain.
Up to the factor (R(h))T , the strains G(h) are essentially scaled gradients. This has
some important consequences on the form of the limit strain G. To deduce these
properties, it is convenient to introduce a sequence of auxiliary functions z(h) : Ω →
R

2 defined as

z(h)(x) :=
1
h
y(h)(x) − 1

h

∫ x1

0
R(h)(s)e1 ds− x2R

(h)(x1)e2. (2.8)

By the definition (2.6) of G(h) ,

∇hz
(h) =

1
h

(
∇hy

(h) −R(h)
)
− x2(R(h))′e2 ⊗ e1

= R(h)
(
G(h) − x2(R(h))T (R(h))′e2 ⊗ e1

)
. (2.9)
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Since R(h) ∈ SO(2), there exist θ(h) ∈ C∞(0, L) such that

R(h) =
(

cos θ(h) − sin θ(h)

sin θ(h) cos θ(h)

)
.

Then (R(h))T (R(h))′e2 = −(θ(h))′e1 , and equality (2.9) can be rewritten as

∇hz
(h) = R(h)

(
G(h) + x2(θ(h))′e1 ⊗ e1

)
. (2.11)

Now, recall that R(h) converges uniformly to R , G(h) converges weakly to G in
L2(Ω; M3×3), and (θ(h))′ converges weakly to θ′ in L2(0, L), where θ satisfies (1.9).
¿From these properties it follows that

∇hz
(h) ⇀ R

(
G+ x2θ

′e1 ⊗ e1

)
weakly in L2(Ω; M2×2). (2.12)

The definition of z(h) and (2.4) yield |z(h)(0, x2)| ≤ C
√
h . Hence Poincaré’s in-

equality shows that z(h) converges weakly in W 1,2(Ω; R2). The limit function z
satisfies

RT∂1z = Ge1 + x2θ
′e1, ∂2z = 0 a.e. in Ω. (2.13)

In particular, z does not depend on x2 , and thus, by the first equality in (2.13), the
vector Ge1 is linear in x2 .

Let Ĝ : (0, L) → M
2×2 be the first moment of G defined by

Ĝ(x1) :=
∫ 1

2

− 1
2

x2G(x) dx2.

As R and z are independent of x2 , we deduce from (2.13) that

Ĝ11 = − 1
12
θ′, Ĝ21 = 0 a.e. in (0, L). (2.14)

Step 3. Consequences of the Euler-Lagrange equations.

Let E(h) : Ω → M
2×2 be the scaled stress defined by

E(h) :=
1
h
DW (Id+ hG(h)). (2.15)

Since DW is Lipschitz continuous and the G(h) are bounded in L2(Ω; M2×2), the
functions E(h) are bounded in L2(Ω; M2×2). By Proposition 4.2, we have

E(h) ⇀ E := LG weakly in L2(Ω; M2×2), (2.16)

where the linear map L on the matrix space is given by L := D2W (Id). We note
in particular that E is symmetric since, by frame indifference, LF = LsymF and
LF = (LF )T for all F ∈ M

2×2 .
By the decomposition (2.6) and frame indifference of W , we obtain

DW (∇hy
(h)) = R(h)DW (Id+ hG(h)) = hR(h)E(h).

The Euler-Lagrange equations (2.1) can be written in terms of the stresses E(h) :∫
Ω

(
R(h)E(h) :∇hψ − hg ·ψ

)
dx = 0 (2.17)
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for every ψ ∈ W 1,2(Ω; R2) with ψ = 0 on {x1 = 0}. Multiplying (2.17) by h and
passing to the limit as h→ 0, we find∫

Ω
REe2 · ∂2ψ dx = 0 (2.18)

for every ψ ∈ W 1,2(Ω; R2) with ψ = 0 on {x1 = 0}. This yields REe2 = 0 a.e. in
Ω and hence Ee2 = 0 a.e. in Ω. Therefore, as E is symmetric, we conclude that

E(x) = E11(x)e1 ⊗ e1 (2.19)

for a.e. x ∈ Ω.

Step 4. Symmetry properties of E(h) .
Since W is frame indifferent, the matrix DW (F )F T is symmetric. Choosing F =
Id+ hG(h) , we deduce that

E(h) − (E(h))T = −h(E(h)(G(h))T −G(h)(E(h))T
)
. (2.20)

Using the boundedness of E(h) and G(h) in L2(Ω; M2×2), we have in particular the
estimate

‖E(h)
12 −E

(h)
21 ‖L1 ≤ Ch. (2.21)

Step 5. Moments of the Euler-Lagrange equations.
Let us introduce the zeroth and the first moment of the stress E(h) ,

Ē(h)(x1) :=
∫ 1

2

− 1
2

E(h)(x) dx2, Ê(h)(x1) :=
∫ 1

2

− 1
2

x2E
(h)(x) dx2,

for every x1 ∈ (0, L). In the following, we will derive the equations satisfied by these
moments.

Let ϕ ∈ C∞([0, L]; R2) be such that ϕ(0) = 0. Using ϕ as a test function for the
Euler-Lagrange equation (2.17), we obtain∫

Ω

(
R(h)E(h)e1 ·ϕ′ − hg ·ϕ

)
dx = 0.

As R(h) , ϕ, and g depend only on the variable x1 , this equality is equivalent to∫ L

0

(
R(h)Ē(h)e1 ·ϕ′ − hg ·ϕ

)
dx1 = 0.

This equation holds for every ϕ ∈ C∞([0, L]; R2) with ϕ(0) = 0, and hence we
deduce that

Ē(h)e1 = −h(R(h))T g̃ a.e. in (0, L), (2.22)
where g̃ is the primitive of g defined in (1.6). By passing to the limit, we obtain

Ēe1 = 0 a.e. in (0, L). (2.23)

As for the first moment, let ϕ ∈ C∞([0, L]; R2) be again such that ϕ(0) = 0.
Using ψ(x) := x2ϕ(x1) as a test function in (2.17), we now obtain∫

Ω

(
x2R

(h)E(h)e1 ·ϕ′ +
1
h
R(h)E(h)e2 ·ϕ− hx2g ·ϕ

)
dx = 0.

Upon integration with respect to x2 , this equation becomes∫ L

0

(
R(h)Ê(h)e1 ·ϕ′ +

1
h
R(h)Ē(h)e2 ·ϕ

)
dx1 = 0.
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We can choose ϕ to be of the form ϕ = φR(h)e1 with φ ∈ C∞([0, L]) and φ(0) = 0.
Hence ∫ L

0

(
Ê

(h)
11 φ

′ + Ê(h)e1 ·φ(R(h))T (R(h))′e1 +
1
h
Ē

(h)
12 φ

)
dx1 = 0.

Wtih the identity (R(h))T (R(h))′e1 = (θ(h))′e2 , this expression reduces to∫ L

0

(
Ê

(h)
11 φ

′ + (θ(h))′Ê(h)
21 φ+

1
h
Ē

(h)
12 φ

)
dx1 = 0. (2.24)

¿From the estimate (2.21) and the identity (2.22), we infer an L1(0, L)-bound
on 1

hĒ
(h)
12 . Since (θ(h))′ and Ê

(h)
21 are bounded in L2(0, L), (θ(h))′Ê(h)

21 is clearly
bounded in L1(0, L). Therefore, equation (2.24) implies that

‖∂1Ê
(h)
11 ‖L1 ≤ C, Ê

(h)
11 (L) = 0. (2.25)

Hence, the sequence Ê(h)
11 is strongly compact in Lp(0, L) for every p <∞ .

Step 6. Convergence of the energy by the div-curl lemma.

The strong compactness of the sequence (Ê(h)
11 ) allows us to pass to the limit in the

energy integral
1
h2

∫
Ω
DW (Id+ hG(h)) : hG(h) dx =

∫
Ω
E(h) :G(h) dx.

The limit is obtained by exploiting the div-curl structure of the product E(h) :G(h) .
By the Euler-Lagrange equation (2.17), the scaled divergence of R(h)E(h) is infin-
itesimal in L2(Ω; R2) as h → 0, while by the decomposition (2.11), the matrix
R(h)G(h) has essentially the structure of a scaled gradient.

Let ϕ ∈ C∞([0, L]) with ϕ(0) = 0. Using formula (2.11), we have∫
Ω
ϕE(h) :G(h) dx =

∫
Ω
ϕR(h)E(h) :R(h)G(h) dx

=
∫

Ω
ϕR(h)E(h) :∇hz

(h) dx−
∫

Ω
ϕE

(h)
11 x2(θ(h))′ dx. (2.26)

We deduce from the Euler-Lagrange equation (2.17), applied with ψ = ϕz(h) , that∫
Ω
ϕR(h)E(h) :∇hz

(h) dx = h

∫
Ω
ϕg · z(h) dx−

∫
Ω
ϕ′R(h)E(h)e1 · z(h) dx.

Since z(h) converges strongly to z in L2(Ω; R2), we can pass to the limit in the
above formula and obtain

lim
h→0

∫
Ω
ϕR(h)E(h) :∇hz

(h) dx = −
∫

Ω
ϕ′REe1 · z dx

= −
∫ L

0
ϕ′RĒe1 · z dx1 = 0, (2.27)

where the last two equalities follow from the independence of z of x2 and the identity
(2.23).

As for the last term in (2.26), we have∫
Ω
ϕE

(h)
11 x2(θ(h))′ dx =

∫ L

0
ϕÊ

(h)
11 (θ(h))′ dx1
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and, using the strong convergence of Ê(h)
11 proved at the end of Step 5, we deduce

that

lim
h→0

∫
Ω
ϕE

(h)
11 x2(θ(h))′ dx =

∫ L

0
ϕÊ11θ

′ dx1. (2.28)

¿From the first equality in (2.13), we infer that∫ L

0
ϕÊ11θ

′ dx1 =
∫

Ω
ϕE11x2θ

′ dx =
∫

Ω
ϕE11R

T z′ · e1 dx−
∫

Ω
ϕE11G11 dx.

Using (2.23) and (2.19), the previous equality yields∫ L

0
ϕÊ11θ

′ dx1 =
∫ L

0
ϕĒ11R

T z′ · e1 dx1 −
∫

Ω
ϕE11G11 dx

= −
∫

Ω
ϕE :Gdx. (2.29)

Finally combining equations (2.26)–(2.29), we obtain convergence of the energies

lim
h→0

∫
Ω
ϕE(h) :G(h) dx =

∫
Ω
ϕE :Gdx (2.30)

for every ϕ ∈ C∞([0, L]) with ϕ(0) = 0.

Step 7. Strong convergence of the symmetric part of G(h) .
In order to emphasize the structure of the argument, we first conclude the proof
under the additional assumption

lim
h→0

h‖G(h)‖L∞ = 0. (2.31)

This assumption will allow us to replace E(h) in (2.30) by LG(h) . Since we already
know that E = LG and since L is positive definite on symmetric matrices, we can
conclude strong convergence of G(h) and hence of E(h) (away from x1 = 0). Using
this strong convergence, we can easily pass to the limit in (2.24), using formula
(2.20) for the skew-symmetric part of E(h) and the good control on E

(h)
21 . We will

show in the next section how assumption (2.31) can be avoided through the use of
a careful truncation argument.

A Taylor expansion of DW around the identity matrix yields

E(h) =
1
h
DW (Id+ hG(h)) = LG(h) +

1
h
η(hG(h)), (2.32)

where |η(A)|/|A| → 0, as |A| → 0. For every t > 0, we define

ω(t) := sup
{ |η(A)|

|A| : |A| ≤ t
}
.

Then ω(t) → 0, as t→ 0+ . Using the expansion (2.32), we obtain

|E(h) :G(h) −LG(h) :G(h)| ≤ 1
h
|η(hG(h))| |G(h)| ≤ ω(h‖G(h)‖L∞)|G(h)|2.

Assumption (2.31) implies that the last term in this inequality tends to zero in
L1(Ω), as h → 0. By (2.30) and (2.16), we thus obtain for every ϕ ∈ C∞([0, L])
with ϕ(0) = 0

lim
h→0

∫
Ω
ϕLG(h) :G(h) dx =

∫
Ω
ϕLG :Gdx. (2.33)



CONVERGENCE OF EQUILIBRIA OF PLANAR THIN ELASTIC BEAMS 9

¿From the assumptions on W , we obtain a constant C > 0 such that

LA :A ≥ C|symA|2
for every A ∈ M

2×2 . This inequality, together with (2.7) and (2.33), implies that

lim
h→0

C

∫
Ω
ϕ |sym (G(h) −G)|2 dx ≤ lim

h→0

∫
Ω
ϕL(G(h) −G) : (G(h) −G) dx = 0

for every nonnegative ϕ ∈ C∞([0, L]) with ϕ(0) = 0. In particular, we have

symG(h) → symG strongly in L2((a,L)×(−1
2 ,

1
2); M2×2) (2.34)

for every a > 0. Since LA = LsymA for every A ∈ M
2×2 , the Taylor expansion

(2.32), together with (2.31) and (2.34), yields

E(h) → E = LsymG strongly in L2((a,L)×(−1
2 ,

1
2); M2×2) (2.35)

for every a > 0.

Step 8. Derivation of the limit equation.
Due to the convergence (2.35), we can pass to the limit in (2.20) and obtain

1
h

(
E(h) − (E(h))T

)
⇀ GET − EGT (2.36)

weakly in L1((a,L)×(−1
2 ,

1
2); M2×2) for every a > 0. Note that by (2.19) one has

GET − EGT = E11(Ge1 ⊗ e1 − e1 ⊗Ge1) = E11G21(e2 ⊗ e1 − e1 ⊗ e2)

and recall that G21 is independent of x2 by (2.13). Thus, by (2.36) and (2.23) we
deduce that

1
h

(Ē(h)
21 − Ē

(h)
12 ) ⇀ G21Ē11 = 0 weakly in L1(a,L) (2.37)

for every a > 0.
We now have all the necessary ingredients to derive the limit equation. It follows

from (2.22) that 1
hĒ

(h)
21 converges to −RT g̃ · e2 strongly in L2(0, L). Combining

this with (2.37), we deduce that 1
h Ē

(h)
12 converges to −RT g̃ · e2 weakly in L1(a,L)

for every a > 0. Using the strong convergence (2.35) and the fact that Ê21 = 0 by
(2.19), we can pass to the limit in the equation (2.24) and conclude that∫ L

0

(
Ê11ϕ

′ −RT g̃ · e2ϕ
)
dx1 = 0 (2.38)

for every ϕ ∈ C∞([0, L]) which vanishes on an interval (0, a), with a > 0. By
approximation we see that the limiting equation holds for all ϕ ∈ C∞([0, L]) such
that ϕ(0) = 0.

Since E = LsymG and E = E11e1 ⊗ e1 , we have

symG = E11L−1(e1 ⊗ e1),

which yields
G11 = E11L−1(e1 ⊗ e1) : (e1 ⊗ e1).

Using the representation formula (2.14), we deduce that

− 1
12
θ′ = Ê11L−1(e1 ⊗ e1) : (e1 ⊗ e1).
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Thus, combining this equality and (2.38), we conclude that (1.6) is satisfied with
E−1 = L−1(e1 ⊗ e1) : (e1 ⊗ e1). Moreover, the natural boundary condition fol-
lows directly from (2.38), while (2.4) and the uniform convergence of R(h) imply
θ(0) = 0. �

3. Truncation and compactness

Apart from some minor issues which are discussed in the next section, the main
point is to remove the strong hypothesis h‖G(h)‖∞ → 0 in the argument of Sec-
tion 2. To achieve this, we will use a truncation argument. We first observe that the
standard truncation result can also be applied to functions defined in thin rectan-
gles, equivalently it can be applied to the scaled gradient ∇h = (∂1,

1
h∂2). Moreover

by a good choice of the truncation parameter, the bad set where the truncation
does not agree with the original function can be chosen to be particularly small (see
Lemma 4.3 below).
Lemma 3.1. There exists a constant C with the following property. For every
h > 0, every A > a > 0 and every u ∈ W 1,2(Ωh; R2) there exist λ ∈ [a,A] and a
function v ∈W 1,∞(Ωh; R2) such that

‖∇v‖L∞ ≤ λ, (3.1)

λ2L2({x ∈ Ωh : u(x) �= v(x)}) ≤ C

ln(A/a)

∫
Ωh

|∇u|2 dx. (3.2)

For the proof, we refer to Section 4. We also recall that

∇u = ∇v a.e. in the set {x ∈ Ωh : u(x) = v(x)}. (3.3)

Conclusion of the proof of Theorem 1.1. Using a truncation, we first define func-
tions ỹ(h) such that the corresponding rescaled strains G̃(h) satisfy

lim
h→0

h||G̃(h)||L∞ = 0. (3.4)

We can then use a Taylor expansion as in Step 7 of the previous section to conclude
that

∫
ϕLG̃(h) : G̃(h) ≈ ∫

ϕẼ(h) : G̃(h) . The crucial step is to show strong convergence
of sym G̃(h) (away from x1 = 0). It will be easy to see that G̃(h) and G(h) have the
same weak limit. The main point is to get strong L2 convergence of the truncated
sequence G̃(h) . We can adapt the compactness argument in Step 7 of the previous
section to get convergence of the truncated sequence if we can show that∫

Ω
ϕE(h) :G(h) dx−

∫
Ω
ϕẼ(h) : G̃(h) dx→ 0.

To prove this, we exploit that the most dangerous term in this difference, namely
E(h) : (G̃(h) − G(h)) has an (approximate) div-curl structure. Finally, we need to
pass to the limit in (2.24). The difficulty is that at this point we only know strong
convergence of Ẽ(h) and not of E(h) . To control the remainder term, we first use
the fact that (θ(h))′ cannot concentrate a finite amount of L2 -norm on the set where
the truncation deviates from the original function. To estimate the skew-symmetric
part of Eh we use its representation (2.20) in connection with another application
of the div-curl lemma.

Step 1. Definition of the truncated functions.
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We consider the functions z(h) defined in (2.8) and their rescalings ž(h)(x) :=
z(h)(x1, x2/h). Applying Lemma 3.1 to ž(h) with a = h−5/8 , A = h−7/8 and
undoing the rescaling, we obtain functions z̃(h) : Ω → R

2 and λh ∈ [h−5/8, h−7/8]
with the following properties:

‖∇hz̃
(h)‖L∞ ≤ λh, (3.5)

λ2
hL2(Ah) ≤ C

ln(1/h)

∫
Ω
|∇hz

(h)|2 dx

≤ C

ln(1/h)

∫
Ω

(
|G(h)|2 + |(θ(h))′|2

)
dx, (3.6)

where Ah := {x ∈ Ω : z(h)(x) �= z̃(h)(x)}. In particular, we have

h1/2λh → ∞, hλh → 0, and λ2
hL2(Ah) → 0. (3.7)

We can also define a sequence of approximated deformations ỹ(h) : Ω → R
2 which

are associated with the auxiliary functions z̃(h) :

ỹ(h) := hz̃(h) +
∫ x1

0
R(h)(s)e1 ds+ hx2R

(h)e2.

Let G̃(h) : Ω → M
2×2 be the corresponding approximated strains defined by the

relation
∇hỹ

(h) = R(h)(Id+ hG̃(h)),

and let Ẽ(h) : Ω → M
2×2 be the corresponding stresses defined as

Ẽ(h) :=
1
h
DW (Id+ hG̃(h)). (3.8)

Using the definition of ỹ(h) , it is easy to see that

G̃(h) = (R(h))T∇hz̃
(h) − x2(θ(h))′e1 ⊗ e1. (3.9)

¿From (3.5) and (3.6), we easily see that ∇hz̃
(h) and ∇hz

(h) are bounded in L2 . In
fact, they have the same weak limit. To see this, fix η ∈ L2(Ω; M2×2). Then∣∣∣∣

∫
Ω
η : (∇hz̃

(h) −∇hz
(h)) dx

∣∣∣∣ ≤ C
(∫

Ah

|η|2 dx
)1/2 → 0.

Thus
G̃(h) ⇀ G weakly in L2(Ω; M2×2). (3.10)

Step 2. L∞ -convergence of hG̃(h) and strong convergence of sym G̃(h) and Ẽ(h) .
We recall the estimate

sup |f − f̄ |2 ≤ 2||f ||L2 ||f ′||L2 , where f̄ =
1
L

∫ L

0
f dx, (3.11)

which follows from the identity (g2)′ = 2gg′ , applied with g = f − f̄ . Since
h(θ(h))′′ and (θ(h))′ are bounded in L2(0, L) by (2.3), we have in particular that
(1/L)

∫ L
0 |(θ(h))′| ≤ C and thus (3.11) yields |(θ(h))′| ≤ Ch−1/2 . This estimate and

inequality (3.5) imply
h|G̃(h)| ≤ Chλh + Ch1/2 → 0. (3.12)
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Here, we used that hλh → 0. Expanding DW around the identity as in (2.32), we
obtain

Ẽ(h) : G̃(h) = LG̃(h) : G̃(h) +
1
h
η(hG̃(h)) : G̃(h),

where the last term on the right-hand side can be bounded by
1
h
|η(hG̃(h)) : G̃(h)| ≤ ω(h‖G̃(h)‖L∞)|G̃(h)|2

with ω(t) → 0, as t→ 0+ . Together with (3.12), we obtain for every ϕ ∈ C∞([0, L])∫
Ω
ϕLG̃(h) : G̃(h) dx−

∫
Ω
ϕẼ(h) : G̃(h) dx→ 0. (3.13)

We now show that ∫
Ω
ϕẼ(h) : G̃(h) dx−

∫
Ω
ϕE(h) :G(h) dx→ 0. (3.14)

Together with the convergence of energy (2.30), the weak convergence of G̃(h) to G
and (3.13) this implies that

lim
h→0

∫
Ω
ϕL(G̃(h) −G) : (G̃(h) −G) dx = 0

for every ϕ ∈ C∞([0, L]) with ϕ(0) = 0, and hence

sym (G̃(h) −G) → 0 strongly in L2((a,L)×(−1
2 ,

1
2 ); M2×2) (3.15)

for all a > 0. Using again a Taylor expansion we easily deduce that

Ẽ(h) → E strongly in L2((a,L)×(−1
2 ,

1
2); M2×2). (3.16)

To prove (3.14), we write the difference as∫
Ω
ϕE(h) : (G̃(h) −G(h)) dx+

∫
Ω
ϕ(Ẽ(h) − E(h)) : G̃(h) dx. (3.17)

The first term can be controlled by the div-curl lemma; indeed, equalities (3.9) and
(2.11) yield

R(h)(G̃(h) −G(h)) = ∇h(z̃(h) − z(h)),
so that, by the Euler-Lagrange equation (2.17), we have∫

Ω
ϕE(h) : (G̃(h) −G(h)) dx =

∫
Ω
ϕR(h)E(h) :∇h(z̃(h) − z(h)) dx

= h

∫
Ω
ϕg · (z̃(h) − z(h)) dx−

∫
Ω
ϕ′R(h)E(h)e1 · (z̃(h) − z(h)) dx.

Since the sequence z̃(h) − z(h) converges to 0 strongly in L2(Ω; R2) and R(h)E(h) is
bounded in L2(Ω; M2×2), we conclude that

lim
h→0

∫
Ω
ϕE(h) : (G̃(h) −G(h)) dx = 0.

To estimate the second term in (3.17), we use that Ẽ(h) and E(h) are bounded in
L2(Ω; M2×2). Thus using Hölder’s inequality, we find∫

Ω
|ϕ(Ẽ(h) − E(h)) : G̃(h)| dx ≤

(∫
Ah

|G̃(h)|2 dx
)1/2

≤ C
[
(λ2

h + h−1)L2(Ah)
]1/2

,
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and the right-hand side converges to zero in view of (3.7). This concludes the proof
of (3.14).

Step 3. Passage to the limit in the Euler-Lagrange equation.
To pass to the limit in (2.24), i.e., in the equation∫ L

0

(
Ê

(h)
11 φ

′ + (θ(h))′Ê(h)
21 φ+ 1

hĒ
(h)
21 φ+ 1

h(Ē(h)
12 − Ē

(h)
21 )φ

)
dx1 = 0, (3.18)

for all φ ∈ C∞([0, L]) which vanishes on an interval (0, a), we first prove that

lim
h→0

∫ L

0
(θ(h))′Ê(h)

21 φdx1 = 0. (3.19)

Indeed, it follows from the definition of Ê(h) that∫ L

0
(θ(h))′Ê(h)

21 φdx1 =
∫

Ω
x2(θ(h))′E(h)

21 φdx

=
∫

Ω
x2(θ(h))′Ẽ(h)

21 φdx+
∫

Ah

x2(θ(h))′(E(h)
21 − Ẽ

(h)
21 )φdx. (3.20)

Using (3.16) and the fact that E21 = 0 a.e. in Ω, we obtain that the first integral of
the right-hand side converges to 0. As for the second term, using Hölder’s inequality,
we obtain ∫

Ah

|x2(θ(h))′(E(h)
21 − Ẽ

(h)
21 )φ| dx ≤ C

(∫
Ah

|(θ(h))′|2 dx
)1/2

.

Since |(θ(h))′| ≤ Ch−1/2 , and h−1L2(Ah) → 0 by (3.7), this implies that the second
integral on the right-hand side of (3.20) also converges to 0. This proves (3.19).

Using again a div-curl argument, we will show that

lim
h→0

∫ L

0

1
h(Ē(h)

12 − Ē
(h)
21 )φdx1 = 0 (3.21)

for every φ ∈ C∞([0, L]) which vanishes on (0, a).
Indeed, by (2.20) we have

1
hskewE(h) = −skew (E(h)(G(h))T ).

Hence by (2.11)
1
hskewE(h) = −skew (E(h)(∇hz

(h))TR(h)) + x2(θ(h))′skew (E(h)e1 ⊗ e1).

We now use the fact that for R ∈ SO(2) and A ∈ M
2×2 we have skewA =

R(skewA)RT = skew (RART ) to deduce that
1
h(E(h)

12 −E
(h)
21 ) = −(R(h)E(h))1j(∇hz

(h))2j + (R(h)E(h))2j(∇hz
(h))1j − x2(θ(h))′E(h)

21 .

Thus ∫ L

0

1
h(Ē(h)

12 − Ē
(h)
21 )φdx1

=
∫

Ω

(
−(R(h)E(h))1j(∇hz

(h))2j + (R(h)E(h))2j(∇hz
(h))1j

)
φdx

−
∫ L

0
(θ(h))′Ê(h)

21 φdx1.
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The last term converges to zero by (3.19). The Euler-Lagrange equation (2.17) and
the strong convergence of z(h) imply that the remaining terms converge to∫

Ω
(RE)11z2φ′ − (RE)21z1φ′ dx

=
∫ L

0
(RĒ)11z2φ′ − (RĒ)21z1φ′ dx1 = 0,

where we have used the fact that z is independent of x2 and Ē = 0. This proves
(3.21) and together with (3.19) this shows that we can pass to the limit in (3.18).
Thus, we obtain again (2.38) and the proof can be concluded as before. �

4. Auxiliary results

In this section, we collect and prove some auxiliary results which were needed in
the proof of Theorem 1.1.

We begin with an approximation result for deformations having elastic energy of
order h2 by means of smooth rotations. This is the point where the rigidity theorem
by Friesecke, James, and Müller [4] plays a crucial role (note that in two dimensions
the proof of this result can be streamlined using complex variables).

Proposition 4.1. Let (u(h)) ⊂W 1,2(Ω; R2) be a sequence such that

F (h)(u(h)) :=
∫

Ω
dist2(∇hu

(h), SO(2)) dx ≤ Ch2,

for every h > 0. Then there exists an associated sequence (R(h)) ⊂ C∞((0, L); M2×2)
such that

R(h)(x1) ∈ SO(2) for every x1 ∈ (0, L), (4.1)

‖∇hu
(h) −R(h)‖L2 ≤ Ch, (4.2)

‖(R(h))′‖L2 + h ‖(R(h))′′‖L2 ≤ C (4.3)

for every h > 0. If, in addition, u(h)(0, x2) = (0, hx2), then

|R(h)(0) − Id| ≤ C
√
h. (4.4)

Proof. The argument follows closely the proof of Theorem 2.1 in [10]. We include
the details for the convenience of the reader.

For every h > 0 let kh be an integer such that h ≤ L
kh

< 2h . For every a ∈
[0, L) ∩ L

kh
N , we define

Ia,h := (a, a+ L
kh

).

We apply the rigidity estimate [4, Theorem 3.1] to the functions v(h)(z1, z2) :=
u(h)(z1, z2/h) restricted to the set (a, a + 2h)×(−h

2 ,
h
2 ) when a < L − L

kh
and

restricted to the set (L − 2h,L)×(−h
2 ,

h
2 ), otherwise. Thus, we obtain piecewise

constant maps Q(h) : [0, L] → SO(2) such that∫
Ia,h×(− 1

2
, 1
2
)
|∇hu

(h) −Q(h)|2dx ≤ C

∫
(a,a+2h)×(− 1

2
, 1
2
)
dist2(∇hu

(h), SO(2)) dx. (4.5)
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When a = L− L
kh

, replace the interval (a, a+2h) by (L−2h,L) in the second integral
above. We point out that the constant C above is independent of h . Summing over
a , we obtain ∫

Ω
|∇hu

(h) −Q(h)|2dx ≤ CF (h)(u(h)) ≤ Ch2. (4.6)

Let a ∈ [0, L) ∩ L
kh

N be such that (a, a+ 4h) ⊂ (0, L) and let b := a+ L
kh

. Then,
using estimate (4.5), its analog for the set (a, a + 4h)×(−1

2 ,
1
2), and the fact that

both intervals Ia,h , Ib,h are contained in (a, a+ 4h), we have
L

kh
|Q(h)(a) −Q(h)(b)|2 ≤ C

∫
(a,a+4h)×(− 1

2
, 1
2
)
dist2(∇hu

(h), SO(2)) dx. (4.7)

In particular, we deduce that

|Q(h)(x1 + s) −Q(h)(x1)|2 ≤ Ch−1F (h)(u(h)) ≤ Ch (4.8)

for every x1 ∈ (h,L−h) and every |s| ≤ h . If we extend Q(h) by Q(h)(0) for x1 < 0
and by Q(h)(L) for x1 > L , estimate (4.8) holds for all x1 ∈ R .

Iterative application of inequality (4.7) provides a difference quotient estimate
for Q(h) . More precisely,∫

R

|Q(h)(x1 + s) −Q(h)(x1)|2dx1 ≤ Ch−2(|s| + h)2F (h)(u(h)) ≤ C(|s| + h)2. (4.9)

Let η ∈ C∞
0 (0, 1) be such that η ≥ 0 and

∫ 1
0 η(s) ds = 1. We set ηh(s) := 1

hη(
s
h )

and define

Q̃(h)(x1) :=
∫ h

0
ηh(s)Q(h)(x1 − s) ds, x1 ∈ [0, L].

Using estimate (4.9), we easily see that

‖Q̃(h) −Q(h)‖L2 ≤ Ch,

‖(Q̃(h))′‖L2 ≤ C, h ‖(Q̃(h))′′‖L2 ≤ C
(4.10)

for every h > 0.
Let π : U → SO(2) be a smooth projection from a neighbourhood U of SO(2)

onto SO(2). Since from (4.8) and Jensen’s inequality we have that

‖Q̃(h) −Q(h)‖2
L∞ ≤ Ch, (4.11)

the functions Q̃(h) take values in U for h small enough. Therefore, we can define
R(h) := π(Q̃(h)). Properties (4.1)–(4.3) follow immediately from (4.6) and (4.10).

To establish (4.4), we start from the following trace inequality∫
(− 1

2
, 1
2
)
|v(0, z2) − v̄|2 dz2 ≤ C

∫
(0,l)×(− 1

2
, 1
2
)
|∇v|2 dz, (4.12)

which holds uniformly for 1 ≤ l ≤ 2, with v̄ =
∫
v(0, z2) dz2 . We apply this estimate

with v(z) = h−1u(h)(hz1, z2) − Q̄z , where Q̄ = Q(h)(0). In combination with (4.5)
at a = 0 and the boundary condition for u(h) , this yields∫

(− 1
2
, 1
2
)

(
|Q̄12x2|2 + |x2 − Q̄22x2|2

)
dx2 ≤ Ch. (4.13)

Since Q̄ ∈ SO(2), this implies that |Q̄ − Id| ≤ C
√
h . In view of (4.11), this yields

(4.4). �
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Proposition 4.2. Assume that the energy density W is differentiable and its de-
rivative DW is Lipschitz continuous. Assume moreover that DW is differentiable
at the identity. Suppose that

G(h) ⇀ G weakly in L2(Ω; M2×2)

and define the rescaled stresses as in (2.15) by

E(h) :=
1
h
DW (Id+ hG(h)).

Then
E(h) ⇀ E := LG weakly in L2(Ω; M2×2), (4.14)

where L := D2W (Id).

Proof. Since (E(h)) is bounded in L2(Ω; M2×2), it is enough to show that the limit
of each weakly convergent subsequence of (E(h)) coincides with LG. Therefore, let
E(hk) converge weakly in L2(Ω; M2×2) to some Ẽ .

A Taylor expansion of DW around the identity yields
1
h
DW (I + hA) = LA+

1
h
η(hA), (4.15)

where |η(F )|/|F | → 0 as |F | → 0. Set ω(t) := sup{|η(F )|/|F | : |F | ≤ t} for every
t > 0. Then ω(t) → 0, as t → 0+ . Applying formula (4.15) with A replaced by
G(hk) and h replaced by hk , we find that

E(hk) =
1
hk
DW (Id+ hkG

(hk)) = LG(hk) +
1
hk

η(hkG
(hk)) (4.16)

for every k . Now let Mk := {x ∈ Ω : |G(hk)(x)| ≤ h
−1/2
k }, and let χk be its

characteristic function. Since χk → 1 boundedly in measure and G(h) ⇀ G weakly
in L2(Ω; M2×2), we have

χkE
(hk) ⇀ Ẽ and χkG

(hk) ⇀ G weakly in L2(Ω; M2×2). (4.17)

Moreover, from (4.16) it follows that for every k

χkE
(hk) = L(χkG

(hk)) +
1
hk
χk η(hkG

(hk)). (4.18)

The first term on the right-hand side converges weakly in L2(Ω; M2×2) to LG by
(4.17). As for the second term, we have

1
hk
χk |η(hkG

(hk))| ≤ ω(
√
hk)|G(hk)|,

where we used the fact that hk|G(hk)| ≤ √
hk on Mk . Since ω(

√
hk) converges to 0

and |G(hk)| is bounded in L2(Ω; M2×2), we conclude that the second term on the
right-hand side of (4.18) converges to 0 strongly in L2(Ω; M2×2). Passing to the
limit in (4.18) and using (4.17), we finally obtain Ẽ = LG, so that the proposition
is proved. �

We conclude this section by proving the truncation lemma stated and used in
Section 3. We first consider a fixed domain in R

n and then extend the result to the
thin domains Ωh by successive reflection.
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Lemma 4.3. Let 1 < p < ∞, n ≥ 2, m ≥ 1, n,m ∈ N and let Ω be a bounded
Lipschitz domain in R

n or Ω = R
n . Then there exists a constant C2 (depending

on Ω, p, n , and m) such that for every A > a > 0 and every function v : Ω → R
m

with ∇v ∈ Lp(Ω; Mm×n) there exist λ ∈ [a,A] and a function vλ : Ω → R
m such

that

|∇vλ| ≤ λ, (4.19)

λp|{vλ �= v}| ≤ C2

ln(A/a)

∫
Ω
|∇v|p dx. (4.20)

Remark 4.4. Estimate (4.20) is useful, if A is much larger than a . If A and a
are comparable one can use the simpler estimate λp|{vλ �= v}| ≤ C2||∇v||pp for all
λ > 0, which even holds for p = 1, see, e.g., [3].

Proof. This is a simple consequence of the standard results on the truncation of
gradients, see, e.g., [7, 15, 3]. We sketch the argument for the convenience of the
reader. For simplicity, we only consider the scalar case m = 1, the general case
can easily be treated by using the maximal function of |∇v| and extending each
component of v separately. We first observe that it suffices to prove that there
exists constants C ′

1 and C ′
2 such that one can always find λ ∈ [a,A] with the

following properties

|∇vλ| ≤ C ′
1λ, (4.21)

λp|{vλ �= v}| ≤ C ′
2

ln(A/a)

∫
Ω
|∇v|p dx. (4.22)

Indeed, if (4.21) and (4.22) hold for w and wλ (in place of v and vλ ) take w = C ′
1v

and vλ := wλ/C ′
1 . Then we obtain (4.19) and (4.20) with C2 := C ′

2(C
′
1)

p .
We first consider the case Ω = R

n . Let f denote the Hardy-Littlewood maximal
function of ∇v ,

f(x) := sup
R>0

1
|B(x,R)|

∫
B(x,R)

|∇v| dy
and let

Et := {x ∈ R
n : f(x) > t}.

By standard estimates for the maximal function, we have

||f ||Lp ≤ C3||∇v||Lp ,

where C3 depends only on p . From the definition of Et and Poincaré inequality,
one can easily deduce that (see, e.g., [3], p. 253)

|v(x) − v(y)| ≤ C4t |x− y|, for a.e. x, y �∈ Et.

Hence (after removal of a null set), v is Lipschitz in the complement of Et and
hence has an extension vt with the same Lipschitz constant. Thus

|∇vt| ≤ C4t,

|{v �= vt}| ≤ |Et|.
¿From the definition of Et , we have the trivial estimate tp|Et| ≤ ||f ||pp ≤ Cp

3 ||∇v||pp .
To obtain the refined estimate (4.20), we use the relation∫ ∞

0
ptp−1|Et| dt =

∫
Rn

fp dx.



18 M.G. MORA, S. MÜLLER, AND M.G. SCHULTZ

Set g(t) := tp|Et| . Then∫ A

a

p

t
inf

t∈[a,A]
g(t) dt ≤

∫ A

a

p

t
g(t) dt ≤

∫
Rn

|f |p dx ≤ Cp
3

∫
Rn

|∇v|p dx.

This yields (4.20) with C2(Rn) = 1
pC

p
3 .

Suppose that Ω is a bounded Lipschitz domain. We may assume that
∫
Ω v = 0

(otherwise we first define w := v−m , where m is the average of v , apply the result
for w and finally set vλ := wλ +m). Then Poincaré’s inequality yields

||v||W 1,p(Ω) ≤ C5||∇v||Lp(Ω).

Thus there exists an extension ṽ : R
n → R

m with (see, e.g., [13])

||ṽ||W 1,p(Rn) ≤ C6||v||W 1,p(Ω) ≤ C7||∇v||Lp(Ω).

Now we can apply the previous reasoning to ṽ and we get (4.19) and (4.20) with
C2(Ω) = C2(Rn)Cp

7 . �
Proof of Lemma 3.1. Let h > 0 and let u ∈ W 1,2(Ωh; R2). First of all, note that u
can be extended to the rectangle Ω = (0, L)×(−1

2 ,
1
2) by successive reflection. By

Lemma 4.3 there exist λ ∈ [a,A] and w ∈W 1,∞(Ω; R2) such that

‖∇w‖L∞(Ω) ≤ λ (4.23)

and
λ2L2({x ∈ Ω : u(x) �= w(x)}) ≤ C

ln(A/a)

∫
Ω
|∇u|2 dx. (4.24)

Let Nh be the largest integer such that hNh + h/2 ≤ 1/2. For i ∈ Z ∩ [−Nh, Nh]
let Sh,i := (0, L)×(ih − h

2 , ih+ h
2 ) and let

Rh := Ω \
⋃

−Nh≤i≤Nh

Sh,i.

Since ∑
−Nh≤i≤Nh

L2({u �= w} ∩ Sh,i) ≤ L2({u �= w}),

there exists some index i0 such that

λ2L2({u �= w} ∩ Sh,i0) ≤ 1
2Nh + 1

λ2L2({u �= w})

≤ C

2Nh + 1
1

ln(A/a)

∫
Ω
|∇u|2 dx. (4.25)

Let v : Ωh → R
2 be the function defined by

v(x1, x2) := w(x1, i0h+ (−1)i0x2) for every (x1, x2) ∈ Ωh.

It is clear that v ∈ W 1,∞(Ωh; R2) and that it satisfies (3.1) by (4.23). Moreover,
since u has been extended to Ω by reflection, we have

{x ∈ Ωh : u(x) �= v(x)} = {x ∈ Sh,i0 : u(x) �= w(x)} (4.26)

and ∫
Ω
|∇u|2 dx ≤ (2Nh + 3)

∫
Ωh

|∇u|2 dx. (4.27)

Now assertion (3.2) follows from (4.25)–(4.27). This finishes the proof of Lemma 3.1.
�
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