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Abstract

Shape-memory alloys undergo a solid-to-solid phase transformation involving a change
of crystal structure. We examine model problems in the scalar setting motivated by the sit-
uation when this transformation is induced by the application of stress in a polycrystalline
material made of numerous grains of the same crystalline solid with varying orientations.
We show that the onset of transformation in a granular polycrystal with homogeneous
elasticity is in fact predicted accurately by the so-called Sachs bound based on the ansatz
of uniform stress. We also present a simple example where the onset of phase transforma-
tion is given by the Sachs bound, and the extent of phase transformation is given by the
constant strain Taylor bound. Finally we discuss the stress-strain relations of the general
problem using Milton-Serkov bounds.

1 Introduction

Shape-memory alloys often display a phenomenon known as superelasticity or pseudoelasticity
wherein strains as large as a few percent suffered on the application of stress are completely
recovered on the removal of the applied stress. This is shown schematically in Figure 1. This
phenomenon is observed above a critical temperature, and is the manifestation of a stress-
induced solid-to-solid martensitic phase transformation between a high symmetry austenite
phase and a low symmetry martensite phase. Above the critical temperature, the austenite
phase is the stable phase, but the martensite phase can be stabilized by the application of
stress. Thus, one starts with the austenite phase at zero stress. The application of stress
initially causes elastic strain of the austenite giving rise to the segment OA in the figure. At
some critical stress, point A in the figure, the austenite begins to transform to the martensite
causing the stress-strain curve to bend. The transformation continues through the plateau till
the transformation saturates at B and the martensite begins to load elastically. Unloading
causes the opposite sequence: elastic unloading of the martensite (CD), reverse transformation
from martensite to austenite (DE) and elastic unloading of the austenite (EO).

There are at least three notable issues that one has to understand: the stress at which the
transformation begins, the strain at which the transformation saturates and the hysteresis. In
single crystals, the first two issues are quite well understood (see for example [15, 22, 24]) while
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Figure 1: The phenomenon of superelasticity

a framework for the third is emerging [25]. However, the understanding of polycrystals lags
behind, and motivates this current work. We address the first question – the stress at which
transformation begins – and provide some insights towards the second – the strain at with
transformation saturates – in a model system.

In a multi-axial setting, the stress at which the transformation begins depends on the di-
rection of the applied stress in stress space, and the locus of the critical stress in the different
directions maps out a surface that has been referred to as the transformation yield surface
in analogy to plasticity. This is the subject of much recent research, and the various models
proposed in the literature have been reviewed recently in [19]. In a single crystal, experimen-
tal results are largely consistent with a Schmidt-type law that postulates that transformation
begins when the applied stress projected along the direction of distortion of any variant of
martensite1 reaches a critical value. In a polycrystal, however, the different grains are oriented
differently and the projections vary by grain. Further, the austenite is not isotropic and thus
the elastic moduli and the stresses are not uniform even initially. Furthermore, transformation
in one grain can cause incompatibilities with the neighboring grains and thus the transforma-
tion is a collective process. Thus the transformation in polycrystalline media is a complex
phenomenon. Yet, remarkably, Šittner and Novák [24] as well as Lexcellent et al. [18] observed
that models based on the postulate of uniform stress in the polycrystal reasonably describe the
experimental observation of the transformation yield surface. In this paper, we provide some
rationale for this in the context of elastic energy minimization and nonlinear homogenization.

We adapt the model of Bhattacharya and Kohn [4], who studied the related shape-memory
effect, to the current setting of stress-induced martensite. This is introduced in Section 2. We
restrict ourselves to the scalar or anti-plane shear setting where the domain is two dimensional
and the deformation is scalar. We start with a multiple well energy with one low well for the
stable austenite and a number of symmetry-related higher wells for the metastable variants
of martensite, and then use relaxation and homogenization methods to understand the effect
of a polycrystal. We do so in two settings, an elastic setting where each well is elastic and a
constrained setting where each well is restricted to the preferred strain of the variant (i.e., the
elastic modulus is set to be infinite).

1This variant should be compatible with the austenite and hence one has to often consider internally twinned
habit plane variants.
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In Section 3 we show rigorously that in the elastic setting and under the assumption that
the elastic moduli of all wells are equal and isotropic, the Sachs bound based on the ansatz of
uniform stress correctly predicts the onset of the transformation in a granular polycrystal as
we announced in [6]. Roughly the idea is the following. We are initially in the austenite and
the stress is uniform. As this uniform stress increases, the resolved stress eventually reaches
the critical value on one of the variants of martensite in the best oriented grain. At that point,
we show, that it is energetically beneficial to create a small nucleus of martensite.

We turn to the constrained setting in the rest of the paper. In Section 4 we present an
example of a particular four-variant material and a special checkerboard texture consisting of
orientations 0 and π/4. We provide a simple argument that reproduces the previous result
that the initial yield stress is predicted by the ansatz of constant stress. We then show that
the extent of transformation is determined exactly by the ansatz of constant strain. Thus, in
this example, the constant stress Sachs lower bound of the energy is optimal for the initiation
of transformation, and the constant strain Taylor lower bound is optimal for the saturation of
transformation.

We examine general polycrystals in Section 5 using a method proposed by Milton and Serkov
[20] that provides bounds on the stress-strain relation. Note that this method is different from
common methods that provide bounds on the energy, and bounds on the energy do not translate
to a bound on the slope (stress) except possibly at the origin.

Finally, in Section 6 we critically discuss the assumptions and the definitions we make,
and the open problems that they leave behind. We also mention possible extensions of this
approach.

2 Model and Setting

We consider anti-plane shear deformations where the domain is in two space dimensions and
the displacement is a scalar, η : R

2 → R. We refer to its gradient e = ∇η ∈ R
2 as strain, and

this is a vector. We adapt a model of Bhattacharya and Kohn [4], and refer to [1, 2] for further
background on mathematical models of martensitic phase transitions.

2.1 Single crystals

Microscopic energy The microscopic stored energy of a shape-memory alloy single crystal
is given by

ψ(e) := min
f∈R2

{
C

2
|e− f |2 +W (f)

}
, e ∈ R

2,

where C is the elastic modulus being assumed to be constant throughout and

W (e) :=





0 if e = 0,

w if e = e(i), i = 1, . . . , n,

∞ else,

where e(i), i = 1, . . . , n, are the stress-free variants of the martensite and e = 0 corresponds
to the austenite. Note that ψ has a multi-well structure, cf. Figure 2, with the austenite as
the stable phase and the variants of martensite as the metastable phases. We assume self-
accommodation and thus have 0 ∈ co{e(1), . . . , e(n)} =: S, where S is the set of effective
transformation strains of a single crystal.
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Figure 2: A schematic sketch of the microscopic energies ψ and W (infinite outside of three
points) with one austenite and two martensitic wells.

Mesoscopic energy density We define the mesoscopic energy density as the relaxation of
ψ:

ψ̂(e) := inf
η=e·x on ∂Ω

〈ψ(∇η(x))〉 ,

where Ω is a domain in physical space R
2 and 〈·〉 denotes the spatial average:

〈·〉 :=
1

|Ω|

∫

Ω

· dx.

For future use, we define

Ŵ (e) := inf
η=e·x on ∂Ω

〈W (∇η(x))〉.

Since we are in the scalar setting, ψ̂ is the convexification of ψ (see e.g. [11] and cf. Figure 3):

ψ̂(e) = ψ∗∗(e) = inf
〈g〉=0

〈ψ(e+ g)〉,

where

ψ∗(s) = sup
e∈R2

{e · s− ψ(e)} , s ∈ R
2

is the Fenchel transform of ψ, see again Figure 3. Similarly, Ŵ = W ∗∗. We refer to the dual
variable s as stress, which is a vector in this scalar model.

A couple of elementary calculations reveal the relationship between the transforms of ψ and
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those of W . First,

ψ∗(s) = sup
e∈R2

max
f∈R2

{
e · s− C

2
|e− f |2 −W (f)

}

= max
f∈R2

sup
e∈R2

{
e · s− C

2
|e− f |2 −W (f)

}

= max
f∈R2

{ |s|2
2C

+ f · s−W (f)

}

=
|s|2
2C

+W ∗(s). (1)

So in particular, limC→∞ ψ∗(s) = W ∗(s). Similarly,

ψ̂(e) = inf
〈g〉=0

min
f :Ω→R2

〈
C

2
|e+ g − f |2 +W (f)

〉

= inf
〈g〉=0

min
f̄∈R2,〈f̃〉=0

〈
C

2
|f̄ − e|2 +

C

2
|f̃ − g|2 +W (f̄ + f̃)

〉

= min
f̄∈R2,〈f̃〉=0

〈
C

2
|f̄ − e|2 +W (f̄ + f̃)

〉

= min
f̄∈R2

{
C

2
|f̄ − e|2 + Ŵ (f̄)

}
. (2)

Above, we have set f̄ = 〈f〉 and f̃ = f − f̄ and used the fact that
〈(
f̄ − e

)
·
(
f̃ − g

)〉
=

(
f̄ − e

)
·
〈
f̃ − g

〉
= 0.

We are now in a position to characterize ψ̂ by characterizing Ŵ . We show that

Ŵ (e) =





wmax

s0∈S1

s0 · e
maxi s0 · e(i)

if e ∈ S,

∞ else,
(3)

where we recall that S = co{e(1), . . . , e(n)} and S
1 = {s ∈ R

2 : |s| = 1}. To prove (3), we first
note that

W ∗(s) = sup
e∈R2

{
s · e−W (e)

}

= max
g∈{0,e(i)}

{
s · g −W (g)

}

= max
{

0,max
i
s · e(i) − w

}

=

{
0 if s ∈ Y,

maxi s · e(i) − w else,

(4)

where

Y :=
{
s ∈ R

2 : s · e(i) ≤ w ∀ i
}
. (5)
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Hence,

Ŵ (e) = sup
s∈R2

{
s · e−W ∗(s)

}

= max

{
max
s∈Y

s · e, sup
s/∈Y

{
s · e− max

i
s · e(i) + w

}}
.

Now let e /∈ S. Since 0 ∈ S = co{e(1), . . . , e(n)}, it follows that there exists s0 ∈ S
1 such that

s0 · (e − e(i)) > 0 for all i. Hence, sups/∈Y

{
s · e− (maxi s · e(i) − w)

}
= ∞ establishing the

second line of (3). It remains to study the case e ∈ S. Again, by the same argument, it follows
that for any s0 ∈ S

1, there exists i such that s0 · (e− e(i)) ≤ 0. Hence,

sup
s/∈Y

{
s · e−

(
max

i
s · e(i) − w

)}
= max

s0∈S1
sup
σ≥0

maxi σs0·e(i)>w

σ
(
s0 · e− max

i
s0 · e(i)

)
+ w

= max
s0∈S1

sup
σ≥0

maxi σs0·e(i)>w

σ
{
min

i
s0 · (e− e(i))

}
+ w

= max
s0∈S1

w

maxi s0 · e(i)
(
s0 · e− max

i
s0 · e(i)

)
+ w

= max
s0∈S1

w
s0 · e

maxi s0 · e(i)
.

Above, note that the term in braces on line 2 is negative, and therefore the supremum over
non-negative σ leads to the highest lower bound of the admissible values. Similarly,

max
s∈Y

s · e = max
s0∈S1

max
σ≥0

maxi σs0·e(i)≤w

σs0 · e

= max
s0∈S1

w
s0 · e

maxi s0 · e(i)
.

This gives us the remaining first line of (3).

Note that Ŵ , the convexification of W , has a corner at the origin, cf. Figure 3. Thus
W ∗ has a non-trivial zero set. As we show next, the set Y in (5) can be interpreted as the
transformation yield set of single crystalline shape-memory alloys.

Stress-induced transformations Consider a single crystal subjected to dead traction σ =
s · ν on the boundary for some given stress s, where ν denotes the outer normal to ∂Ω. Then,
following James [15], the deformation in the crystal is given by solving the minimization prob-
lem:

inf
e:Ω→R2

curl e=0

∫

Ω

(ψ(e) − s · e) dx =

∫

Ω

inf
e∈R2

(ψ(e) − s · e) dx = −|Ω|ψ∗(s).

The first equality holds since the integrand is independent of x. Looking further at the middle
expression, and recalling the definition of ψ, it is easy to see that the infimum over e is always
attained, and that the minimizer is close to 0 (austenite) for s small enough and close to some
e(i) (martensite) for large enough s. This transition from the austenite to the martensite is
known as stress-induced transformation. Indeed, choosing s = σs0 for some fixed s0 ∈ S

1 and
gradually increasing σ from zero, it is clear that this exchange of stability takes place exactly
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Figure 3: The mesoscopic energies ψ̂ and Ŵ as well as the dual energies ψ∗ and W ∗ for the
microscopic energies shown in Figure 2.

when σs0 ·e(i) = w for some i. Thus the transformation occurs on the surface {s ∈ R
2 : s ·e(i) =

w for some i}. We recognize this as the boundary of the set Y defined in (5). Thus in analogy
to plasticity, we call the set Y the transformation yield set of the single crystal. By (5), (4) and
(1), respectively, we obtain

Y =
{
s ∈ R

2 : s · e(i) ≤ w ∀ i
}

=
{
s ∈ R

2 : W ∗(s) = 0
}

=

{
s ∈ R

2 : ψ∗(s) =
|s|2
2C

}
= ∂Ŵ (0),

(6)

where ∂Ŵ (0) is the subdifferential of Ŵ at zero, i.e., ∂Ŵ (0) = {s ∈ R
2 : s ·e ≤ Ŵ (e) ∀ e ∈ R

2}.
Obviously, ∂Ŵ (0) ⊇ Y . To prove the opposite inequality note that s /∈ Y implies that there
exists some i such that s · e(i) > w = Ŵ (e(i)). Hence s /∈ ∂Ŵ (0) and thus Y = ∂Ŵ (0) follows.
Finally, note that Y is the convex dual of S:

Y = S∗ :=
{
s ∈ R

2 : Ŵ ∗(s) = 0
}

=

{
s ∈ R

2 : ψ̂∗(s) =
|s|2
2C

}
, (7)

which follows by (1) since Ŵ ∗(s) = W ∗(s) and ψ̂∗(s) = ψ(s) for all s ∈ R
2.

2.2 Polycrystals

Macroscopic energy density We are interested in polycrystals that are an agglomeration of
a large number of single crystals. It is common to describe the texture, i.e., the number, shape
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and orientation of the grains, with a piecewise constant matrix-valued function R : Ω → SO(2).
Subsets of Ω on which R is constant are called grains. The microscopic (respectively mesoscopic)

energy density of a grain oriented by R is given by ψ(RT e) (respectively ψ̂(RT e)). We obtain

the overall behavior by nonlinear homogenization. Recalling that ψ̂ is convex and assuming that
we are in a periodic setting, this overall behavior is given by the macroscopic energy density
that is defined as

ψ(e) := inf
ẽ∈Ce

〈
ψ̂(RT (x)ẽ)

〉
,

where the averages are taken over a periodic cell, Ωp, and

Ce :=
{
ẽ : Ωp → R

2 : 〈ẽ〉 = e, curl ẽ = 0
}
.

For a comparison with other definitions of microstructure and homogenization including affine
boundary conditions and sequences, we refer to [4, p. 111].

Analogously, we define

W (e) := inf
ẽ∈Ce

〈
Ŵ (RT (x)ẽ)

〉
. (8)

Before we proceed, we observe that W is infinite for any e /∈ ∪x∈Ωp
SR(x) where SR denotes the

set of transformation strains for a crystal oriented with rotation R: SR = {e : RT e ∈ S}. Since
∪SR is bounded, it follows that W is infinite outside of a bounded set

S :=
{
e ∈ R

2 : W (e) <∞
}
, (9)

which we call the set of effective transformation strains of a polycrystal.
It turns out that the relationship between ψ and W is more subtle than between ψ̂ and Ŵ

in (2) before. As we show next, it is always true that

ψ(e) ≤ inf
f∈R2

{
C

2
|e− f |2 +W (f)

}
. (10)

Indeed, by (2),

ψ(e) = inf
ẽ∈Ce

〈
min
f∈R2

(
C

2
|f − ẽ|2 + Ŵ (RT f)

)〉

= inf
ẽ∈C0

〈
min
f∈R2

(
C

2
|e+ ẽ− f |2 + Ŵ (RT f)

)〉

= inf
ẽ∈C0

inf
f̄∈R2,〈f̃〉=0

〈
C

2
|e+ ẽ− (f̄ + f̃)|2 + Ŵ (RT (f̄ + f̃))

〉
.
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Since
〈(
e− f̄

)
·
(
ẽ− f̃

)〉
=
(
e− f̄

)
·
〈
ẽ− f̃

〉
= 0, we have

ψ(e) = inf
ẽ∈C0

inf
f̄∈R2,〈f̃〉=0

〈
C

2

(
|e− f̄ |2 + |ẽ− f̃ |2

)
+ Ŵ (RT (f̄ + f̃))

〉

≤ inf
ẽ∈C0

inf
f̄∈R2

〈f̃〉=0,curl f̃=0

〈
C

2

(
|e− f̄ |2 + |ẽ− f̃ |2

)
+ Ŵ (RT (f̄ + f̃))

〉

= inf
f̄∈R2,f̃∈C0

〈
C

2
|e− f̄ |2 + Ŵ (RT (f̄ + f̃))

〉

= inf
f̄∈R2

{
C

2
|e− f̄ |2 + inf

f̃∈C0

〈
Ŵ (RT (f̄ + f̃))

〉}

= inf
f̄∈R2

{
C

2
|e− f̄ |2 +W (f̄)

}
.

The key point is that the mesoscale transformation strain field f̃ does not have to be compatible
in general, i.e., it does not have to satisfy curl f̃ = 0. Therefore the opposite inequality is not
generally true.

However, this is true in the limit of large elastic modulus C.

Proposition 1. For any e ∈ R
2, limC→∞ ψ(e) = W (e).

Proof. The proof is similar to one used in [12] to derive a constrained theory of magnetostriction.
Set Ŵ (f, x) := Ŵ (RT (x)f) and

FC(u, f) :=

〈
C

2
|∇u− f |2 + Ŵ (f, x)

〉
,

F(u) :=
〈
Ŵ (∇u, x)

〉
,

A := {u ∈ H1(Ωp,R) : ∇u periodic, 〈∇u〉 = e}.

Note

ψ(e) = inf
u∈A,f∈L2(Ωp,R2)

FC(u, f), W (e) = inf
u∈A

F(u).

Further, for any given C, it is possible to show using the direct method of the calculus of
variations that the minimizers uC , fC of FC exist in A, L2, and u0 of F exists in A. Therefore,

FC(uC , fC) ≤ FC(u0,∇u0) = F(u0) = K,

where K is independent of C. Thus, since 〈Ŵ (fC , x)〉 ≥ 0,

〈
|∇uC − fC |2

〉
≤ 2K

C
→ 0, or (∇uC − fC) → 0 in L2 as C → ∞,

〈
Ŵ (fC , x)

〉
≤ K so fC ∗

⇀ f̄ in L∞ as C → ∞

for a suitable subsequence. Together, we conclude that ∇uC ⇀ f̄ in L2 and using Sobolev
embedding that,

uC ⇀ ū in H1(Ωp,R)
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for ū ∈ A. We now use these limits to construct a new test function:

FC(uC , fC) ≤ FC(ū,∇ū) = 〈Ŵ (f̄ , x)〉,

or
〈
C

2
|∇uC − fC |2

〉
≤ 〈Ŵ (f̄ , x) − Ŵ (fC , x)〉 → 0 as C → ∞.

The last limit can be inferred from the convexity of Ŵ and the non-negativity of the left-hand-
side. Consequently,

lim
C→∞

FC(uC , fC) = lim
C→∞

〈
C

2
|∇uC − fC |2

〉
+ lim

C→∞

〈
Ŵ (fC , x)

〉

= lim
C→∞

〈
Ŵ (fC , x)

〉

≥
〈
Ŵ (∇ū, x)

〉
= F(ū) ≥ F(u0).

The first inequality follows from the convexity of Ŵ and weak* limit of fC , and the second
from the definition of u0. This implies the statement.

For future use, we also define

ψ∗(s) = inf
div s̃=0,〈s̃〉=s

〈ψ∗(RT s̃)〉, W ∗(s) = inf
div s̃=0,〈s̃〉=s

〈
W ∗(RT s̃)

〉
. (11)

For any s ∈ R
2, we show

ψ∗(s) =
(
ψ
)∗

(s), W ∗(s) =
(
W
)∗

(s). (12)

Indeed, to see the first equation in (12), note that

(
ψ
)∗

(s) = sup
e∈R2

{
e · s− ψ(e)

}

= sup
e∈R2

sup
ẽ∈Ce

〈
ẽ · s− ψ̂(RT ẽ)

〉

= sup
curl ẽ=0

〈
ẽ · s− ψ̂(RT ẽ)

〉
. (13)

Now, for any rotation R and e ∈ R
2, ψ̂(RT e) = sups∈R2

{
e · s− ψ∗(RT s)

}
. Substituting this

point-wise in the equality above, we obtain

(
ψ
)∗

(s) = sup
curl ẽ=0

〈
ẽ · s− sup

s̃∈R2

{
ẽ · s̃− ψ∗(RT s̃)

}〉

= sup
curl ẽ=0

inf
s̃:Ωp→R2

〈
ẽ · s− ẽ · s̃+ ψ∗(RT s̃)

〉

= sup
curl ẽ=0

inf
s̃:Ωp→R2

〈
ẽ · (s− s̃) + ψ∗(RT s̃)

〉

= inf
s̃:Ωp→R2

{(
sup

curl ẽ=0
〈ẽ · (s− s̃)〉

)
+ 〈ψ∗(RT s̃)〉

}
.
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The penultimate equality follows from the saddle point theorem since the integrand is linear
(concave) in ẽ and convex in s̃. Now look at the inner variational problem. We have two
cases. First, the case when 〈ẽ · (s− s̃)〉 = 0 for all curl-free ẽ. Then the inner supremum yields
zero. The second case is when 〈ẽ · (s − s̃)〉 6= 0 for some curl-free ẽ. In this case, we see (by
constructing a new test field by multiplying with an arbitrary constant) that the supremum is
+∞. Thus, when we study the outer variational problem, we see that we may disregard the
second case from the allowable s̃. In short, we can restrict ourselves to the first case. Recalling
the Helmholtz decomposition of L2 into curl-free, divergence-free and constant fields, we see
that the first case is equivalent to div (s− s̃) = 0 and 〈s− s̃〉 = 0. Thus,

ψ
∗
(s) = inf

div s̃=0,〈s̃〉=s

〈
ψ∗(RT s̃)

〉
= ψ∗(s) =: ψ

∗
(s).

The second equation in (12) is proved in the same way.

Next we derive a lower bound on ψ
∗
. Let s ∈ R

2. Then by (10)

ψ
∗
(s) = sup

e∈R2

{
s · e− ψ(e)

}

≥ sup
e∈R2

{
s · e− inf

f∈R2

{
C

2
|e− f |2 +W (f)

}}

= sup
f∈R2

sup
e∈R2

{
s · e−

(
C

2
|e− f |2 +W (f)

)}

= sup
f∈R2

{ |s|2
2C

+ s · f −W (f)

}

=
|s|2
2C

+ sup
f∈R2

{
s · e−W (f)

}
.

Hence

ψ
∗
(s) ≥ 1

2C
|s|2 +W

∗
(s). (14)

Finally we show in analogy to Proposition 1

Proposition 2. For any s ∈ R
2, limC→∞ ψ

∗
(s) = W

∗
(s).

Proof. Since the right-hand side of (14) is greater or equal to W
∗
(s) for all s and C, we

immediately have limC→∞ ψ
∗
(s) ≥ W

∗
(s) for all s. To prove the opposite inequality, we

proceed as in Proposition 1, but simpler. Set

GC(s̃) :=

〈 |s̃|2
2C

+W ∗(s̃, x)

〉
,

G(s̃) := 〈W ∗(s̃, x)〉 ,

where W ∗(s̃, x) := W ∗(RT (x)s̃), and consider the minimum problems of GC(s̃) and G(s̃) with
respect to the class of admissible functions

Ds :=
{
s̃ ∈ L2(Ωp,R

2) : 〈s̃〉 = s, div s̃ = 0
}
.
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By the direct method of the calculus of variation, the minimizers sC of GC(s̃) and s0 of G(s̃)
exist in Ds. Furthermore note that, by (11), we then have

ψ
∗
(s) = min

s̃∈Ds

GC(s̃) = GC(sC),

W
∗
(s) = min

s̃∈Ds

G(s̃) = G(s0).

Now observe that

GC(sC) ≤ GC(s0) =

〈 |s0|2
2C

〉
+
〈
W ∗(s0, x)

〉
=

〈 |s0|2
2C

〉
+ G(s0).

This implies limC→∞ GC(sC) ≤ G(s0) since s0 ∈ L2(Ωp,R
2). Hence limC→∞ ψ

∗
(s) ≤ W

∗
(s)

for all s ∈ R
2.

Elementary Bounds To get some insights into the nature of the macroscopic energy density,
we use constant test functions in the variational and the dual variational principles to obtain
the following elementary bounds:

ψS(e) := 〈ψ∗〉∗ (e) =
〈
ψ̂∗〉∗(e) ≤ ψ(e) ≤

〈
ψ̂(RT (x)e)

〉
≡
〈
ψ̂
〉
(e) =: ψT (e),

WS(e) := 〈W ∗〉∗ (e) =
〈
Ŵ ∗〉∗(e) ≤W (e) ≤

〈
Ŵ (RT (x)e)

〉
≡
〈
Ŵ
〉
(e) =: WT (e). (15)

In analogy to plasticity, we call ψS ,WS the Sachs lower bounds and ψT ,WT the Taylor upper
bounds on the energy.

Next we define bounds on the set of effective transformation strains as defined in (9), which
provides some insight into the saturation of phase transformation. We set

ST :=
{
e ∈ R

2 : WT (e) <∞
}
, SS :=

{
e ∈ R

2 : WS(e) <∞
}

and recall with respect to the latter that SR = {e : RT e ∈ S}; furthermore note that S ⊂
∪x∈ΩSR(x) which is bounded.

The bounds in (15) translate to inner and outer bounds on the set of effective transformation
strains defined in (9):

ST ⊆ S ⊆ SS .

In general the inclusions are strict as shown in the setting of the shape-memory effect in [4, 7].
In Section 4 however we provide an example in which the Taylor bound equals the set of effective
transformation strains and thus is sharp, cf. Proposition 7.

Stress-induced transformations Consider a polycrystal subjected to dead traction on the
boundary for some given stress s and let Y have a non-zero interior. Since W has a corner
at the origin and is infinite outside a certain set, we can argue as before that the minimizing
strain will be close to 0 for σ smaller than a critical stress σcrit. As before, we call the latter the
transformation yield stress. In a polycrystal, we have two options for defining this critical stress,
usingW or ψ. We provide two definitions for the transformation yield set of a polycrystal, which
are motivated by (7):

Y C =

{
s ∈ R

2 : ψ
∗
(s) =

|s|2
2C

}
, (16)

Y =
{
s ∈ R

2 : W
∗
(s) = 0

}
= ∂W (0), (17)

12



where ∂W (0) is the subdifferential of W at 0.
For the Taylor bound on the yield set we set analogously

YT := ∂WT (0), (18)

and for the Sachs bound on the yield set we define

YS :=
⋂

x∈Ωp

YR(x), (19)

where YR is the yield set of the crystal oriented with rotation R: YR =
{
s : RT s ∈ Y

}
with Y

as in (5). Note that since W ∗ = 0 on Y , it follows that

〈W ∗〉 = 0 on YS . (20)

Further, if Y has a non-zero interior (i.e., if e(i) span R
2), then YS has a non-zero interior and

consequently WS has a corner at the origin. Since it is the lower bound and since W (0) = 0 (by
observing that the upper bound WT (0) = 0), it follows that W also has a corner at the origin.

By (15), we have YS ⊆ Y ⊆ YT . We show in the subsequent section that YS is sharp in
our setting. In the end of Section 5 we relate these energy-based bounds to the Milton-Serkov
bounds on the stress-strain curve.

3 Onset of phase transformation

We examine the onset of phase transformation in this section for a polycrystal made of a
number of nontrivial grains. We define a granular polycrystal to be one where the orientation
R : Ωp → SO(2) may be written as

R =
∑

i

RiχΩi

for Ri ∈ SO(2) and where the grains Ωi have non-zero Lebesgue measure in R
2. We have the

following result.

Proposition 3. For any granular polycrystal, let Y C and YS be the transformation yield set
and Sachs bound defined in (16) and (19), respectively. Then for any C

Y C = YS .

Proof. Given any s ∈ R
2, we have from (14)

ψ
∗
(s) ≥ 1

2C
|s|2 +W

∗
(s) ≥ |s|2

2C
(21)

since W
∗
(s) ≥ 0 by (11) and the fact that W ∗(RT s̃) ≥ 0 for all s̃. Further, from (11), (12) and

(1), we have

ψ
∗
(s) ≤

〈
ψ∗(RT s)

〉

=

〈 |s|2
2C

+W ∗(RT s)

〉

=
|s|2
2C

+ 〈W ∗(RT s)〉.

13



Now, if s ∈ YS , then W ∗(RT (x)s) = 0 for each x, cf. (20), and it follows

ψ
∗
(s) ≤ |s|2

2C
.

Combined with (21), we conclude that ψ
∗
(s) = |s|2

2C so that s ∈ Y C . Thus, Y C ⊇ YS .

Now consider s /∈ YS . Then there exists an x̃ ∈ Ωp such that Ŵ ∗(RT (x̃)s) 6= 0. Since

Ŵ ∗(RT (x̃)s) ≥ 0 for all s, we have Ŵ ∗(RT (x̃)s) > 0. Hence there exists f̃ ∈ R(x̃)S such

that s · f̃ > Ŵ (RT (x̃)f̃); in particular, f̃ 6= 0. Let Ω̃p be the grain to which x̃ belongs. Then

R(x) = R(x̃) for all x ∈ Ω̃p and s · f̃ > Ŵ (RT (x)f̃ ) for all x ∈ Ω̃p. Now set f = λf̃χeΩp
, λ ≤ 1.

We shall use this f in an inequality that we derive next. By (12), (13) and (2) we obtain

ψ
∗
(s) = sup

curl e=0

〈
s · e− ψ̂(RT e)

〉

= sup
curl e=0

〈
s · e− min

f∈R2

(
C

2
|f − e|2 + Ŵ (RT f)

)〉

= sup
curl e=0

sup
f :Ωp→R2

〈
s · e− C

2
|e− f |2 − Ŵ (RT f)

〉
.

Set e = s
C , which is curl-free since s is constant, and take f defined above. Then

ψ
∗
(s) ≥

〈 |s|2
2C

+ s · f − C

2
|f |2 − Ŵ (RT f)

〉

=
|s|2
2C

+
1

|Ωp|

∫

Ωp

(
s · f − C

2
|f |2 − Ŵ (RT f)

)
dx

=
|s|2
2C

+
1

|Ωp|

∫

eΩp

(
λ(s · f̃ − Ŵ (RT f̃)) − Cλ2

2
|f̃ |2

)
dx,

where we use the fact that Ŵ is homogeneous of degree one for small λ. By the properties of
f̃ , the term linear in λ in the integrand is strictly positive for all x ∈ Ω̃p. Therefore, for small
λ, the integral is strictly positive and we have

ψ
∗
(s) >

|s|2
2C

for any s /∈ YS . The result follows.

Proposition 4. For any granular polycrystal, let Y and YS be the transformation yield set and
Sachs bound defined in (17) and (19), respectively. Then

Y = YS .

Proof. If s ∈ YS , then W ∗(RT (x)s) = 0 for all x. Hence W
∗
(s) = 0 and YS ⊆ Y follows.

To prove the opposite inequality, we argue similarly as in the proof of Proposition 3. Let s /∈ YS .
Then there exists x̃ such that Ŵ ∗(RT (x̃)s) > 0. Hence there exists f̃ ∈ R(x̃)S, f̃ 6= 0, such
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that s · f̃ > Ŵ (RT (x̃)f̃). Moreover, curl f̃ = 0 since f̃ ∈ R(x̃)S. Thus

W
∗
(s) = sup

e∈R2

(
s · e−W (e)

)

= sup
e∈R2

sup
ẽ∈Ce

〈
s · e− Ŵ (RT (x̃)ẽ)

〉

= sup
curl e=0

〈
s · e− Ŵ (RT (x̃)ẽ)

〉

≥
〈
s · f̃ − Ŵ (RT (x̃)f̃)

〉
> 0

and s /∈ Y . Hence YS ⊇ Y .

With respect to the onset of phase transformation it turns out that it does not matter
whether one works with the definition of the yield set based on W or ψ, which is the content of

Corollary 5. For any granular polycrystal and any C

Y = Y C = YS .

4 Four-variant scalar materials with checkerboard texture

Throughout this section we study a material that has four variants and a special texture, which
we call checkerboard texture. Independently of our result in Corollary 5 we show that, for this
material, the Sachs bound is sharp, i.e., YS = Y . Furthermore, we show that the Taylor bound
on the set of effective transformation strains is sharp. That is, the Taylor bound gives a good
estimate of the strain at which the transformation saturates.

A four-variant scalar material has four stress-free variants

e(1) = (α, β), e(2) = (−α, β), e(3) = (−α,−β), e(4) = (α,−β) (22)

for some α, β > 0. Without loss of generality we will assume in the following that 0 < α ≤ β.
By (3) and an elementary calculation we obtain that the mesoscopic energy of four-variant
scalar materials is given by

Ŵ (e) = wmax

{ |e1|
α
,
|e2|
β

}
χ−1
{|e1|≤α, |e2|≤β}, (23)

where e1, e2 denote the Cartesian components of e and where χ−1(·) takes the values 1 and ∞
and is defined to be 1

χ(·) with χ being the standard characteristic function that takes the values

1 and 0, respectively.
As before, the texture of the material is described by a rotation valued function R : Ω →

SO(2). For brevity we set Rθ =

(
cos θ − sin θ
sin θ cos θ

)
=:

(
c − s
s c

)
with θ = θ(x) ∈ [0, 2π]. A

checkerboard texture is defined to have two types of squared grains in the polycrystal, which
are equally distributed. One type of grains is described by R0 = I, the other by the rotation
matrix Rπ/4, cf. Figure 4.

Proposition 6. The yield set of four-variant scalar materials with α = β = 1 and checkerboard
texture is

Y = YS =

{
s = (s1, s2) ∈ R

2 : |s1 ± s2| ≤ w, |s1| ≤
w√
2
, |s2| ≤

w√
2

}
.
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I R π
4

Figure 4: Sketch of the checkerboard texture and the yield set of each grain.

Proof. By (19) and (7), YS =
⋂

x S∗(x) = {s : Ŵ ∗(s) = 0} ∩ {s : Ŵ ∗(RT
π
4
s) = 0}. Since

Ŵ ∗(s) = sup
|e1|≤1, |e2|≤1

{
〈e, s〉 − wmax{|e1|, |e2|}

}
= max{0, |s1 ± s2| − w},

we obtain

YS =

{
s : |s1 ± s2| ≤ w, |s1| ≤

w√
2
, |s2| ≤

w√
2

}
.

Since the Sachs bound is an inner estimate of Y , we only need to show the opposite inclusion,
which we do by choosing appropriate test functions. By (8) we have

W (e) = inf
ẽ∈Ce

〈
Ŵ (RT

θ ẽ)
〉
≤
〈
Ŵ (RT

θ ẽ)
〉
.

In particular, consider the vector field ẽ shown in Figure 5a. The field takes the values indicated
by the arrows, and is zero outside the band shown in darker shades of grey. Since it is piecewise
constant and satisfies [|ẽ|] · t̂ = 0 at each interface, it is curl-free. Further, for 0 < e0 < 1

〈
Ŵ (RT

θ ẽ)
〉

=
e0w

2

( η√
2

+
η2

2

)
and e = 〈ẽ〉 =

e0
2
η(1, 0).

It follows that

W (e) − 〈s, e〉 ≤ e0
2

(
w√
2
− s1

)
η +

e0w

4
η2 < 0

iff w√
2

+ w
2 η < s1. That is, for η small, the inequality holds if s1 >

w√
2
. Therefore, s /∈ Y if

s1 >
w√
2
, or Y ⊆ {s : s1 ≤ w√

2
}. Now consider the vector field shown in Figure 5b. Following

the argument above leads us to the conclusion Y ⊆ {s : s1 + s2 ≤ w}. The remaining inclusions
are proved analogously.

Our discussion of sharp bounds for the checkerboard is related to an example studied in
Bhattacharya and Kohn [4, Section 4.5]. There it is shown that the Taylor bound on the set
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Figure 5: Test-fields used to characterize Y , cf. proof of Proposition 6.

of recoverable strains of four-variant scalar materials being in their martensitic phase is sharp
if the checkerboard texture is given as above (R0 = I and Rπ

4
). Here we prove that this result

extends to four-variant scalar materials with checkerboard texture being in their austenitic
phase. More precisely, we calculate the set S of finite macroscopic energy for this material
exactly, cf. (9). This set can be interpreted as the extend of superelasticity.

To this end we consider the Taylor bound on the macroscopic energy as defined in (15). The
properties of Ŵ asserted in (3) imply that WT (e) is convex and satisfies

WT (e) =

{〈
Ŵ (RT (x)e)

〉
if e ∈ ST ,

∞ otherwise

with ST =
⋂

xR(x)S, and S = co{e(1), . . . , e(n)} as before. Moreover, WT (e) is homogeneous
of degree one on T , WT (0) = 0, and WT (e) ≤ w for all e ∈ ST .

Proposition 7. For any four-variant scalar material with α = β = 1 and checkerboard texture
it holds

S = ST =

{
e = (e1, e2) ∈ R

2 |e1| ≤ 1, |e2| ≤ 1,
|e1 ± e2|√

2
≤ 1

}
.

Proof. By (23)

ST = S ∩Rπ
4
S =

{
e : |e1| ≤ 1, |e2| ≤ 1,

|e1 ± e2|√
2

≤ 1

}
.

This is a subset of P by (15). So we only need to show the opposite inclusion, which we do by
choosing appropriate test functions. We obtain

W (e) ≥
〈
s · e− Ŵ ∗(RT

θ s)
〉

17



Figure 6: Test-fields used to characterize P , cf. proof of Proposition 7.

for any field s such that div s = 0. Recall that Ŵ ∗((σ0, 0)) = σ0 − w if σ0 > w.
Consider the field shown in Figure 6a. The field takes the values indicated by the arrows,

and is zero outside the band shown in darker shades of grey. Since it is piecewise constant and
satisfies [|s|] · n̂ = 0 at each interface, it is divergence-free. Further, for σ0 > w, we have from
the bound above that

W (e) ≥ 1

2
σ0e1η −

1

2
η(σ0 − w) − η2

2

( σ0√
2
− w

)

=
η

2
(e1 − 1)σ0 +

ηw

2
+
η2

2

( σ0√
2
− w

)
.

For η small enough this tends to infinity as σ0 → ∞ if e1 > 1. Thus, S ⊆ {e : e1 ≤ 1}. We

repeat this argument with the field shown in Figure 6b to conclude that S ⊆
{
e : e1+e2√

2
≤ 1
}
.

The remaining inclusions are proved analogously.

5 Bounds on stress-strain curves

In this section we adapt an approach by Milton and Serkov [20] originally developed to bound
the current in nonlinear conduction composites to derive bounds on the overall stress-strain
relation of a polycrystal.

The main idea of Milton and Serkov’s approach is not to bound the energy but to provide
bounds on a pair of fields of which each satisfies a differential constraint. Consider K ⊂ R

4 to
be the mesoscale stress-strain relation of the single-crystal. In other words, (e, s) ∈ K if s is
the stress associated with a mesoscopic strain e. Define,

W(e, s) :=

{
0 if (e, s) ∈ K,

∞ else,

W(e, s) := inf
(e,s)∈Ae,s

〈W(e, s)〉 ,
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where Ae,s := {(e, s) ∈ R
4 : 〈e〉 = e, curl e = 0, 〈s〉 = s, div s = 0}. It is possible to show that

there exists a set K such that

W(e, s) =

{
0 if (e, s) ∈ K,

∞ else,

and that K is the macroscopic or effective stress-strain relation.
To obtain bounds on K, Milton and Serkov use the translation method or the method of

compensated compactness. Specifically, if Q(e, s) is quasiconvex (i.e., if Q(e, s) ≤ 〈Q(e, s)〉 for
all (e, s) ∈ Ae,s), it follows that

W(e, s) −Q(e, s) ≥ inf
Ae,s

〈(W −Q)(e, s)〉 ≥ 〈(W −Q)∗〉∗ (e, s). (24)

We choose

Q(e, s) = −λe · s, λ > 0

and conclude from the form of W and W and from (24) that

(e, s) ∈ K =⇒ λe · s ≥ 〈H∗
λ〉∗ (e, s), (25)

where Hλ(e, s) := W(e, s) −Q(e, s) and thus

H∗
λ(e′, s′) = sup

(e,s)∈K

(
e′ · s+ e · s′ − λe · s

)
. (26)

If we are only interested in isotropic polycrystals, then we may consider only e = ε0(1, 0)
and s = σ0(1, 0) for ε0, σ0 > 0. The inequality in (25) implies

λε0σ0 ≥ sup
(e′,s′)∈R4

(ε0s
′
1 + σ0e

′
1 − 〈H∗

λ〉(e′, s′)) (27)

≥ sup
(ε′,σ′)∈R2

(ε0σ
′ + σ0ε

′ − 〈H∗
λ〉 (ε′(1, 0), σ′(1, 0))) , (28)

where we have restricted ourselves to e′, s′ parallel to (1, 0) to obtain the second inequality.
Therefore, we define

h∗λ(ε′, σ′) := H∗
λ(ε′(1, 0), σ′(1, 0)) (29)

and conclude from (25) that

(ε0(1, 0), σ0(1, 0)) ∈ K =⇒ λε0σ0 ≥ 〈h∗λ〉
∗
(ε0, σ0). (30)

To obtain bounds on K, we look for pairs (ε0, σ0) that violate this necessary condition, i.e.,
we search for pairs (ε0, s0) that violate the inequality in (30) and obtain (ε0(1, 0), s0(1, 0)) not
belonging to K.

Four-variant material We return to the material with four martensitic variants with trans-
formation strains (±α,±β) considered in the previous section. We recall Ŵ in (23) and continue
to assume that 0 < α ≤ β. The level sets of the function Ŵ are shown in Figure 7.

Our first task is to characterize the set K for this material. To do so, we recall,

S =
{
e ∈ R

2 : Ŵ (e) <∞
}

=
{
e = (e1, e2) ∈ R

2 : |e1| ≤ α, |e2| ≤ β
}
,
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Figure 7: A sketch of the level sets of Ŵ (e). Outside the largest rectangle, Ŵ (e) = ∞.
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Figure 8: Sketch of the yield set Y .
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and identify

Di := Half diagonals of S,
Ti := Triangles of S,

where i = 1, . . . , 4 as shown in Figure 7. We also recall from (6) and (23) that

Y =

{
s ∈ R

2 : e · s ≤ wmax

{ |e1|
α
,
|e2|
β

}
∀e ∈ S

}

=
{
s = (s1, s2) ∈ R

2 : |αs1 ± βs2| ≤ w
}
,

(31)

shown in Figure 8. Define

Ci = Corner points of Y, i = 1, . . . , 4,

Ei = Edges of Y, i = 1, . . . , 4.

We are now in a position to characterize the set K. It follows from Ŵ in (23) that

K = K0 ∪
(

4⋃

i=1

Ki

)
∪Bi ∪K∞, (32)

where

K0 := {(0, s) : s ∈ Y } ,
Ki := {(e, Ci) : e ∈ Ti} , i = 1, . . . , 4

Bi := {(e, s) : e ∈ Di, s ∈ Ei} ,

K∞ :=
{
(e, s) : e ∈ ∂S and s such that if e ∈ ∂S ∩ ∂T1, then s1 ≥ w

α
and

s2 = 0; if e = (α, β), then s1, s2 > 0 and s ∈ Y c; analogously for

other parts of ∂S
}
.

For this K, the function H∗
λ defined in (26) is characterized below.

Lemma 8. Assume s′1, s
′
2 ≥ 0. For four-variant scalar materials with the set K given in (32),

the function H∗
λ defined in (26) is given by

H∗
λ(e′, s′) = sup

(e,s)∈∪4
i=1Ki

(
e′ · s+ e · s′ − λe · s

)

= max

{
w

α
e′1 + max{0, αs′1 + βs′2 − λw}, w

β
e′2 + max{0, αs′1 + βs′2 − λw},

− w

α
e′1 + max{0,−αs′1 + βs′2 − λw},−w

β
e′2 + max{0, αs′1 − βs′2 − λw}

}

if |e′1| ≤ λα and |e′2| ≤ λβ. Otherwise, H∗
λ(e′, s′) is infinite.

Proof. Throughout the proof we use again and again that a linear functional over a compact
convex subset of R

2 attains its maximum at extreme points. On K0, e = 0 is fixed and we only
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need to consider the supremum over s ∈ Y . Hence

sup
(e,s)∈K0

(
e′ · s+ e · s′ − λe · s

)
= sup

s∈Y
e′ · s = max

s∈Ci,i=1,...,4
e′ · s

= max

{
w

α
|e′1|,

w

β
|e′2|
}
.

On K∞ we observe

sup
e∈∂S∩∂T1

s1≥w
α

,s2=0

(e′ · s+ e · s′ − λe · s) = sup
e2∈[−β,β]

s1≥w
α

(e′1s1 + αs′1 + e2s
′
2 − λαs1)

=

{
(e′1 − λα)w

α + αs′1 + βs′2) if e′1 ≤ λα,

∞ if e′1 > λα.

Moreover,

sup
e=(α,β)

s1,s2>0,s∈Y c

(e′ · s+ e · s′ − λe · s)

= sup
s1,s2>0,s∈Y c

(e′1s1 + e′2s2 + αs′1 + βs′2 − λαs1 − λβs2)

=





sup
s∈E1

(
(e′1 − λα)s1 + (e′2 − λβ)s2

)
+ αs′1 + βs′2 if e′1 ≤ λα, e′2 ≤ λβ,

∞ else

=





max
{
(e′2 − λβ)

w

β
+ αs′1 + βs′2, (e

′
1 − λα)

w

α
+ αs′1 + βs′2

}
if e′1 ≤ α, e′2 ≤ β,

∞ else.

The other cases run analogously. We deduce that the supremum over K∞ is finite on e′ ∈ λS
and infinite otherwise.
The set Bi does not matter since the corners of Bi are considered when calculating the supre-
mum over Ki, which we do next.
On Ki, s = Ci is fixed and the supremum reduces to a supremum over the corners of Ti since it
is a linear problem. Thus twelve pairs of points need to be checked: For each Ci, i = 1, . . . , 4,
there are two corner points of Ti in ∂S as well as the origin. Since s =

(
w
α , 0

)
in K1 and since

T1 has corner points (0, 0), (α,−β) and (α, β), we obtain

sup
(e,s)∈K1

(e′ · s+ e · s′ − λe · s) =
w

α
e′1 + max {0, αs′1 − βs′2 − λw, αs′1 + βs′2 − λw} .

Similarly for the suprema over K2,K3 and K4, respectively. Comparing this with the above
estimates, we obtain for s′1, s

′
2 ≥ 0 and |e′1| ≤ λα, |e′2| ≤ λβ the stated formulas for H∗

λ(e′, s′).

This is what we know with respect to single crystals. Next we consider polycrystals made of
numerous variously oriented grains. For a grain with orientation θ with respect to a reference
single crystal, the stress-strain relation is described by Kθ = {(e, s) : (RT

θ e,R
T
θ s) ∈ K}. In

analogy to (26) we consider H∗
λ,θ(e

′, s′) := sup(e,s)∈Kθ

(
e′ · s+ e · s′ −λe · s

)
, which becomes, by
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the definition of Kθ,

H∗
λ,θ(e

′, s′) = sup
(RT

θ
e,RT

θ
s)∈K

(
e′ · s+ e · s′ − λe · s

)

= sup
(e,s)∈K

(
e′ ·Rθs+Rθe · s′ − λRθe · Rθs

)

= sup
(e,s)∈K

(
RT

θ e
′ · s+ e ·RT

θ s
′ − λe · s

)
= H∗

λ(RT
θ e

′, RT
θ s

′).

(33)

Equiaxed texture We specialize to a polycrystal with an equiaxed texture, i.e, one in which
the orientation θ is equidistributed in [0, 2π). Thus, spatial averaging is replaced by orientation
averaging. Further, by symmetry of the material and the texture we only need to consider
θ ∈ [0, π

2 ). Specializing to this equiaxed situation, the average of the function h∗λ,θ defined
analogously to (29) is given by

〈h∗λ,θ〉(ε′, σ′) = 〈H∗
λ,θ(ε

′(1, 0), σ′(1, 0))〉 =
2

π

∫ π
2

0

H∗
λ

(
ε′(cos θ, sin θ), σ′(cos θ, sin θ)

)
dθ. (34)

The following lemma characterizes its Fenchel transform.

Lemma 9. For equiaxed four-variant scalar materials and for ε0, σ0 ≥ 0, the Fenchel transform
of the average of the function h∗λ,θ defined analogously to (29) is given by

〈h∗λ,θ〉∗(ε0, σ0) = max

{
0, λα

(
σ0 −

2w

π

√
1

α2
+

1

β2

)}
+ (g∗λ)∗(ε0),

where g∗λ(σ′) := 2
π

∫ π
2

0
max {0, ασ′ cos θ + βσ′ sin θ − λw} dθ and therefore

(g∗λ)∗(ε0) =





ε0σ
′
− if 0 ≤ ε0 ≤ ε1,

supσ′
−<σ′<σ′

+
(ε0σ

′ − g∗λ(σ′) if ε1 < ε0 < ε2,

ε0σ
′
+ − g∗λ(σ′

+) if ε2 ≤ ε0 ≤ 2
π (α+ β),

+∞ if 2
π (α+ β) < ε0,

for

σ′
− :=

λw√
α2 + β2

,

σ′
+ :=

λw

α
,

ε1 := min

{
inf

σ′
−<σ′<σ′

+

g∗λ(σ′)

σ′ − σ′
−
,
g∗λ(σ′

+)

σ′
+ − σ′

−

}
,

ε2 := max

{
sup

σ′
−<σ′<σ′

+

g∗λ(σ′
+) − g∗λ(σ′)

σ′
+ − σ′ ,

g∗λ(σ′
+)

σ′
+ − σ′

−

}
.

Proof. Since we need to consider θ ∈ [0, π/2), cos θ ≥ 0, sin θ ≥ 0. Recall H∗
λ from Lemma 8.

Observe that H∗
λ

(
ε′(cos θ, sin θ), σ′(cos θ, sin θ)

)
is infinite if ε′ cos θ > λα or ε′ sin θ > λβ for
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some θ. It follows that 〈h∗λ,θ〉 is infinite if ε′ > λα (and thus is in particular infinite if ε′ > λβ
by assumption). It remains to consider ε′ ≤ λα(≤ λβ). From (34),

〈h∗λ,θ〉(ε′, σ′)

=
2ε′w

π

∫ π
2

0

max

{
cos θ

α
,
sin θ

β

}
dθ +

2

π

∫ π
2

0

max {0, ασ′ cos θ + βσ′ sin θ − λw} dθ

=
2ε′w

π

(
1

α

∫ arctan β
α

0

cos θ dθ +
1

β

∫ π
2

arctan α
β

sin θ dθ

)

+
2

π

∫ π
2

0

max{0, ασ′ cos θ + βσ′ sin θ − λw} dθ

=
2ε′w

π

(
1

α
sin arctan

β

α
+

1

β
cos arctan

β

α

)
+ g∗λ(σ′) =

2ε′w

π

√
1

α2
+

1

β2
+ g∗λ(σ′) (35)

with g∗λ(σ′) = 2
π

∫ π
2

0 max {0, ασ′ cos θ + βσ′ sin θ − λw} dθ.
To take its Fenchel transform, we notice that ε′ and σ′ are decoupled in the formula for

〈h∗λ,θ〉 above. Therefore,

〈h∗λ,θ〉∗(ε0, σ0) = sup
0≤ε′≤λα

ε′
(
σ0 −

2w

π

√
1

α2
+

1

β2

)
+ sup

σ′≥0

(
ε0σ

′ − g∗λ(σ′)
)

= max

{
0, λα

(
σ0 −

2w

π

√
1

α2
+

1

β2

)}
+ (g∗λ)∗(ε0).

It remains to characterize (g∗λ)∗. It is elementary to verify that

σ′
− = λw

(
max

θ∈[0, π
2 ]

(α cos θ + β sin θ)

)−1

,

σ′
+ = λw

(
min

θ∈[0, π
2 ]

(α cos θ + β sin θ)

)−1

.

Therefore, by the definition of g∗λ, we then have

g∗λ(σ′) =





0 if σ′ ≤ σ′
−,

2

π

∫ π
2

0

max{0, ασ′ cos θ + βσ′ sin θ − λw} dθ if σ′
− < σ′ < σ′

+,

2

π
(α+ β)σ′ − λw if σ′

+ ≤ σ′.

(36)

Hence

(g∗λ)∗(ε0) = max

{
sup

0≤σ′≤σ′
−

ε0σ
′, sup

σ′
−<σ′<σ′

+

(ε0σ
′ − g∗λ(σ′)) ,

sup
σ′
+≤σ′

(
ε0σ

′ −
(

2

π
(α+ β)σ′ − λw

))}
.

This is infinite if ε0 >
2
π (α + β). Now let ε0 ≤ 2

π (α + β) until the end of the proof. Then
(g∗λ)∗(ε0) equals ε0σ

′
− if ε0σ

′
− ≥ supσ′

−<σ′<σ′
+

(
ε0σ

′ − g∗λ(σ′)
)

and ε0σ
′
− ≥ ε0σ

′
+ −

(
2
π (α +
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β)σ′
+ − λw

)
= ε0σ

′
+ − g∗λ(σ′

+). This yields the inequalities ε0 ≤ infσ′
−<σ′<σ′

+

g∗
λ(σ′)

σ′−σ′
−

and ε0 ≤
g∗

λ(σ′
+)

σ′
+−σ′

−
, respectively, and thus the constraint ε0 ≤ ε1. Similarly, (g∗λ)∗(ε0) = ε0σ

′
+ − g∗λ(σ′

+)

if ε0σ
′
+ − g∗λ(σ′

+) ≥ supσ′
−<σ′<σ′

+

(
ε0σ

′ − g∗λ(σ′)
)

and ε0σ
′
+ − g∗λ(σ′

+) ≥ ε0σ
′
−. Then ε0 ≥

supσ′
−<σ′<σ′

+

g∗
λ(σ′

+)−g∗
λ(σ′)

σ′
+−σ′ and ε0 ≥ g∗

λ(σ′
+)

σ′
+−σ′

−
, respectively, and thus the constraint ε0 ≥ ε2 is

deduced.

We will apply the following remark in the final bounds. The remark can be verified by
observing that g∗λ is convex.

Remark 10. For the definitions in Lemma 9,

0 ≤ ε1 ≤ g∗λ(σ′
+)

σ′
+ − σ′

−
=

2
π (α+ β)σ′

+ − λw

σ′
+ − σ′

−
≤ ε2 ≤ 2

π
(α+ β).

Therefore, for ε0 ∈ (ε1, ε2),

(g∗λ)∗(ε0) ≥




ε0σ

′
− if ε0 ≤ g∗

λ(σ′
+)

σ′
+−σ′

−
,

ε0σ
′
+ − g∗λ(σ′

+) if ε0 >
g∗

λ(σ′
+)

σ′
+−σ′

−
.

(37)

We can now provide bounds on the effective stress-strain response.

Proposition 11. For equiaxed four-variant scalar materials and the definitions in Lemma 9,
the following pairs of (ǫ0, σ0) do not satisfy the inequality in (30) and are thus excluded from
the effective stress-strain response K:

(a) ε0 = 0 and σ0 >
2w
π

√
1

α2 + 1
β2 ,

(b) 0 < ε0 ≤ g∗
λ(σ′

+)

σ′
+−σ′

−
and any one of the following two conditions:

(i) σ0 <
σ′
−
λ ,

(ii) ε0 < α and σ0 >
λ 2w

π

q
1

α2 + 1
β2 α−ε0σ′

−

λα−λε0
,

(c)
g∗

λ(σ′
+)

σ′
+−σ′

−
< ε0 ≤ 2

π (α+ β) and any one of the following two conditions:

(i) σ0 <
ε0σ′

+−g∗
λ(σ′

+)

λε0
,

(ii) ε0 < α and σ0 >
λ 2w

π

q
1

α2 + 1
β2 α−ε0σ′

++g∗
λ(σ′

+)

λα−λε0
,

(d) ε0 >
2
π (α + β).

We observe that all the bounds asserted in Proposition 11 are independent of λ. Note that,

by (b), the upper bound on σ0 such that the inequality in (30) is not satisfied is
σ′
−
λ = w√

α2+β2

also in the limit as ε0 → 0+. The regions excluded by the bounds above are shown in Figure 9
for the case α = β = 1.
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ε0

1√
2

2
√

2
π

σ0

4

π
−1

1− 1√
2

4
π

1

Figure 9: Sketch of the excluded regions (grey) deduced from (30) for w = α = β = 1. The
white regions indicate regions of admissible pairs (ε0, σ0) for a four-variant scalar material with

equiaxed texture. Note that
g∗

λ(σ′
+)

σ′
+−σ′

−
=

4
π
−1

1− 1√
2

by Remark 10.

Proof. (d) If ε0 >
2
π (α + β), we have, by Lemma 9, that (g∗λ)∗(ε0) and hence the right hand

side of the inequality in (30) are infinite, i.e., there is no restriction on σ0 in order to violate
the inequality in (30).

(a) If ε0 = 0, the inequality in (30) reads 0 ≥ max
{
0, λα

(
σ0 − 2w

π

√
1

α2 + 1
β2

)}
and thus is not

satisfied if σ0 >
2w
π

√
1

α2 + 1
β2 , which gives (a).

To prove (b), let at first 0 < ε0 ≤ ε1, which is less or equal than
g∗

λ(σ′
+)

σ′
+−σ′

−
by Remark 10, and

assume σ0 ≤ 2w
π

√
α2

+
1

β2 . Then, by Lemma 9, the inequality in (30) is equivalent to λε0σ0 ≥

σ′
−ε0, which is not satisfied if σ0 <

σ′
−
λ . Next we consider 0 < ε0 ≤ ε1 and σ0 >

2w
π

√
1

α2 + 1
β2 .

Then Lemma 9 implies that (30) is violated if λε0σ0 < λα
(
σ0 − 2w

π

√
1

α2 + 1
β2

)
+ ε0σ

′
−. If

ε0 < α, this yields the inequality σ0 >
λ 2w

π

q
1

α2 + 1
β2 α−ε0σ′

−

λα−λε0
in (ii). If ε0 > α, we obtain

σ0 <
ε0σ′

−−λα 2w
π

q
1

α2 + 1
β2

λε0−λα . However, the right hand side of the latter inequality is less than
σ′
−
λ by an elementary calculation; hence we take the bound from above, which gives (i) for all

α 6= ε0 ≤ ε1. If ε0 = α, (30) is not satisfied if 0 < −λα2w
π

√
1

α2 + 1
β2 +ασ′

−, which can be shown

to be false for all values of the parameters. Hence we do not get any new bound on σ0 in this

case and thus obtain (i) in (b) for all 0 < ε0 ≤ ε1. To prove this also for ε1 < ε0 ≤ g∗
λ(σ′

+)

σ′
+−σ′

−
,

we bound (g∗λ) (ε0) by applying Remark 10. This then yields the same estimates as before and
thus the assertions in (b).
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To prove (c), we firstly consider ε2 ≤ ε0 ≤ 2
π (α + β) by observing that

g∗
λ(σ′

+)

σ′
+−σ′

−
≤ ε2 by

Remark 10. In the same lines of arguing as for (b) we obtain the upper bound on σ0 displayed

in (c)(i) if we assume σ0 ≤ 2w
π

√
1

α2 + 1
β2 . Next assume that σ0 >

2w
π

√
1

α2 + 1
β2 . This yields

the lower bound in the case ε0 < α. Moreover, in the case ε0 > α, the inequality in (30) is

violated if σ0 <
ε0σ′

+−g∗
λ(σ′

+)−λα 2w
π

q
1

α2 + 1
β2

λε0−λα . It follows by an elementary calculation that the

right hand side of the latter inequality is less than
ε0σ′

+−g∗
λ(σ′

+)

λε0
since (α + β)

√
1

α2 + 1
β2 >

π2

4

always. We thus obtain the upper bound in (c)(i) for all α 6= ε0 ≥ ε2. If ε0 = α, then the

inequality in (30) is violated if 0 < −λα 2w
π

√
1

α2 + 1
β2 + ασ′

+ − g∗λ(σ′
+). The right hand side of

the latter inequality is bounded from above by −λασ0 + ασ′
+ − g∗λ(σ′

+) since here we assume

σ0 > 2w
π

√
1

α2 + 1
β2 . This however yields the bound displayed in (c)(i), which therefore also

holds true for ε0 = α ≥ ε2. Moreover, with (37) we can extend these estimates also to the case
g∗

λ(σ′
+)

σ′
+−σ′

−
< ε0 < ε2.

We conclude this section by comparing the bounds in Proposition 11 with the definition
of yield set motivated by the elementary bounds on the energy introduced in Section 2. We
begin with the yield sets defined in (19) and (18). It is easy to verify for equiaxed four-variant
materials that

YS =

{
s ∈ R

2 : |s| ≤ w√
α2 + β2

}
,

YT =

{
s ∈ R

2 : |s| ≤ 2w

π

√
1

α2
+

1

β2

}
.

The first follows by inserting the formula (31) for the single crystal Y in the definition (19)
of YS . To see the second, insert the formula (23) for Ŵ into the definition (15) of the Taylor
bound on the energy to conclude

WT (e) =




w

〈
max

{ |e1 c +e2 s |
α

,
| − e1 s +e2 c |

β

}〉
if |e| ≤ α,

∞ otherwise,
(38)

where c = cos θ, s = sin θ. Since this is isotropic, we evaluate it for e = (ε, 0) for 0 ≤ ε ≤ α to
conclude

WT ((ε, 0)) = w

〈
max

{ |ε c |
α

,
|ε s |
β

}〉

= ε
2w

π

∫ π/2

0

max

{
cosϕ

α
,
sinϕ

β

}
dϕ

= ε
2w

π

√
1

α2
+

1

β2
,

where the last equality is obtained as in (35). The result follows by recalling from (18) that
YT = ∂WT (0).

Now we compare the yield set motivated by the elementary bounds with those obtained
from the Milton-Serkov bounds. Notice from Proposition 11 that for ε = 0+, the stress has
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to lie in the interval

[
w√

α2+β2
, 2w

π

√
1

α2 + 1
β2

]
. In other words, the bounds that we obtain by

Milton and Serkov’s approach limit the yield set to the range anticipated by the definitions by
the elementary Sachs and Taylor bounds.

6 Discussion

This paper addressed issues surrounding the effective behavior of a polycrystal of a shape-
memory alloy during stress-induced phase transformation in a model setting of anti-plane shear.

Our first major result shows that the transformation yield set which determines the onset
of transformation of a granular polycrystal with homogeneous elastic modulus is predicted
exactly by the Sachs bound based on the ansatz of uniform stress (Section 3). An interesting
consequence of this fact is the dependence of the transformation yield set on the texture of
the polycrystal. The transformation yield set according to the Sachs bound and consequently
in any polycrystal considered here depends only on the orientations of the grains (rotations
relative to a reference crystal) and is independent of the size, shape and volume fractions, cf.
also [5, 21]. The Sachs bound for cubic-to-orthorhombic vectorial materials is given in [21].

We now discuss our various assumptions and their implications. The scalar setting implies
that relaxation is given by convexification and enables us to use various tools from convex
analysis. We conjecture that the same result holds in the vectorial setting in geometrically
linear strains and possibly even some models of geometrically nonlinear strain, though this will
require a different treatment because relaxation is different from convexification.

The assumption of uniform modulus is essential. Consider a situation where the modulus of
the austenite is anisotropic, say cubic as is reasonable in most shape-memory alloys. Then, the
modulus differs from grain to grain and thus one has an inhomogeneous elasticity problem at
very low stresses. Further, the stresses are likely to be singular at the triple junctions between
grains causing the critical stress for transformation to be exceeded locally at infinitesimally
small macroscopic stress. Then, the effective stress for the very first transformation event
would be zero. This transformation would be extremely localized and would result in a small
change to the slope of the stress-strain relation but not a pronounced plateau.

The assumption of granular polycrystal is also essential. Our result characterizes the trans-
formation yield set Y on which transformation begins and creates a deviation from linearity
in the stress-strain curve at the transformation yield surface Y . However, our result does not
quantify the amount of initial transformation or deviation from linearity. It is clear from our
argument that this depends on the particular size and shape of grains. Therefore, it is entirely
possible to have a sequence of granular polycrystals (e.g., sequentially laminates) with a smaller
and smaller deviation from linearity so that the limiting material remains linear beyond our set
Y : thus the transformation yield set of the limiting polycrystal would be strictly larger than
Y . Hence, our result does not hold for polycrystals defined as sequences.

For the above two reasons, the prediction or even the definition of a transformation yield sur-
face is unclear in the general situation. Indeed, the onset of transformation is never completely
sharp and the experimental protocol is to use the stress at a selected strain as the transfor-
mation yield set [18]. Further, the first cycles of a virgin material are generally observed to
be different from the later ‘stabilized’ cycles. We believe that this is the result of microscopic
transformation and analogous plasticity. Finally, one does observe small regions of significantly
large local strain before the pronounced formation of the plateau [10].

We note that there are analogous issues in polycrystalline plasticity. There, each grain can
slip along a number of slip systems on the application of a critical resolved shear stress, however,
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the systems differ in orientation from grain to grain. The arguments presented in this paper
can easily be adapted to show that a criterion using constant stress is the correct predictor of
initial yield under the assumption of isotropic and uniform elastic modulus in anti-plane shear.
This has been long recognized by Hutchinson [14]. Hutchinson also considered the problem of
anisotropic modulus and used a self-consistent method to estimate the local stresses to find that
the predicted yield strength is higher than in the isotropic case. This appears to be in deviance
with the discussion above until one recognizes that the self-consistent method is a reasonable
approximation for the effective stress in the low contrast limit, but does not say anything about
field fluctuations. More recently, Brenner et al. [8] have revisited this problem using numerical
simulation and the second order method that keeps the field fluctuations; they find that the
yield stress is indeed lower when one accounts for the fluctuations.

Our second contribution is a simple example of a particular microstructure where the trans-
formation yield surface is equal to that predicted by the constant-stress Sachs bound while
the extent of transformation measured by the set of recoverable strains is equal to that pre-
dicted by the constant-strain Taylor bound (Section 4). We believe that this curious optimality
of bounds is generically suggestive. Our results here and the comparisons with experiments
cited earlier show that the constant stress ansatz provides a reasonable indication of onset of
transformation. On the other hand, Bhattacharya and Kohn [4] had argued in the context of
the shape-memory effect that the constant strain ansatz provides a reasonable indication of the
extent of transformation. This was also shown to be consistent with diverse experimental ob-
servations [3, 23] and numerical simulations [7]. Their idea roughly is that the poorly oriented
grains saturate quickly to form a network that prevents further transformation. The picture
that emerges then is that transformation begins in isolated well oriented grains and saturates
due to the formation of a network of fully-transformed poorly oriented grains. This view is
confirmed by the direct experimental observations of Brinson et al. [9]. Further, since the onset
and the saturation of transformation are dominated by a different set of grains, it follows that a
macroscopic transformation criterion involving critical stress for transformation and the strain
of transformation is not going to hold. This is consistent with the experiments of Daly et al.
[10].

Our final contribution is an exploration of the general equiaxed polycrystal using the Milton-
Serkov bounds (Section 5). These bounds limit the region in which the overall stress-strain
response can lie. We now discuss whether these bounds are optimal and if not how they could
be improved. A natural place to examine this is the critical stress for the onset of transformation.
Our bounds provide an interval for this stress ranging from the Sachs stress w/

√
α2 + β2 to

2w
π

√
1

α2 + 1
β2 . This sounds terribly suboptimal in light of our result in Section 3 regarding the

optimality of the Sachs bound (this result would suggest that the interval collapse to a single

point w/
√
α2 + β2 in an optimal bound). However, our result on the optimality of the Sachs

bound holds only for granular polycrystals while the Milton-Serkov bounds is microstructure-
independent and therefore holds for all polycrystals including those defined as sequences. For
reasons that we discussed earlier in this section, it is entirely possible that microstructure-
independent optimal bounds for the critical stress for the onset of transformation yield an
interval. So the fact that our bound based on Milton and Serkov’s approach gives us an interval
does not immediately say that it is sub-optimal.

To examine the optimality, we look at the situation when α≪ β. We can set β = 1 without
loss of generality. Then, our bounds say that critical stress for transformation is bounded from
above by a quantity that is of order 1/α. We now compare this with the work of Kohn and
Little [16]. They examined the critical stress for yield of a polycrystal made of a rigid/perfectly-
plastic material with two orthogonal slip systems with critical stresses M and 1 with M ≫ 1.
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In this situation, the mesoscale energy is homogeneous of degree one with a corner at the origin
in the shape of an inverted pyramid with four sides, two with slope 1 and two with slope M .
In short, the energy is similar near the origin to our situation with M identified with 1/α, cf.
Figure 7. They showed that as M becomes large, the critical stress for yield is bounded from
above by a quantity of order

√
M .2 It follows that the critical stress in our transformation

should be bounded from above by 1/
√
α and this is a significant improvement over what we

have, 1/α.
One can analyze the extent of transformation and the set of recoverable strains analogously.

In the situation where α ≪ β = 1, our bounds show that the maximum recoverable strain
is bounded by a quantity of order α while arguments of Kohn and Niethammer [17] can be
adapted to show that they are in fact bounded by a quantity of order α2. Thus, our bounds
are clearly sub-optimal.

The Milton-Serkov is a microstructure-independent bound that considers only one direction
(i.e., one e and one s). Thus, the bounds have to hold even for exceptional microstructures
like laminates in series/parallel which are extremely anisotropic. Instead, the Kohn-Little
and Kohn-Niethammer bounds consider multiple directions simultaneously and thus hold for
isotropic materials. It is entirely possible to combine the two approaches. However this adds
significantly to the calculations and is thus a goal for the future.
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