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Abstract
We consider the Navier-Stokes system with variable density and variable

viscosity coupled to a transport equation for an order parameter c. Moreover,
an extra stress depending on c and ∇c, which describes surface tension like
e�ects, is included in the Navier-Stokes system. Such a system arises e.g. for
certain models for granular �ows and as a di�use interface model for a two-
phase �ow of viscous incompressible �uids. The so-called density-dependent
Navier-Stokes system is also a special case of our system. We prove short-time
existence of strong solution in Lq-Sobolev spaces with q > d. We consider the
case of a bounded domain and an asymptotically �at layer with combination
of a Dirichlet boundary condition and a free surface boundary condition. The
result is based on a maximal regularity result for the linearized system.

Key words: Navier Stokes equations, free boundary value problems, maximal reg-
ularity, di�use interface models, granular �ows, non-stationary Stokes system
AMS-Classi�cation: 76D05, 35Q30, 35R35, 76T99, 76D27, 76D45

1 Introduction and Main Results

We consider the following Navier-Stokes system with variable density and variable
viscosity coupled to a transport equation for an order parameter c.

̺(c)(∂tv + v · ∇v) − div(2ν(c)Dv) + ∇q̃ = − divF (c,∇c) for x ∈ Ω(t), (1.1)
div v = 0 for x ∈ Ω(t), (1.2)

∂tc+ v · ∇c = 0 for x ∈ Ω(t), (1.3)
v|Γ1 = 0 for x ∈ Γ1, (1.4)

n · T (c, v, q̃)|Γ2,t
= n · F (c,∇c) for x ∈ Γ2,t, (1.5)

v|t=0 = v0 for x ∈ Ω0 (1.6)
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2 1 INTRODUCTION AND MAIN RESULTS

for t ∈ (0, T ) and Ω(0) = Ω0. Here v is the velocity of the �uid, p is the pressure, n
is the exterior normal, and

T (c, v, q̃) = 2ν(c)Dv − q̃I

is the usual stress tensor for Newtonian, incompressible �uids in the case of a variable
viscosity ν(c) > 0, where Dv = 1

2
(∇v + ∇vT ). The density ̺ > 0 depends explicitly

and su�ciently smooth on the order parameter c. Moreover, F (c,∇c) is an extra
stress tensor describing surface tension like forces related to variations of the order
parameter. Finally, we assume that ∂Ω(t) = Γ1 ∪ Γ2,t for all t ∈ [0, T ], where Γ1,Γ2,t

are disjoint, closed (possibly empty), and su�ciently smooth surfaces. Γ2,t and Γ1

describe the free boundary of the domain Ω(t) and the �xed part of the boundary,
respectively. The motion of the free boundary is determined by the usual kinematic
relation

VΓ2(t) = n · v|Γ2(t), (1.7)

where VΓ2(t) is the normal velocity of Γ2(t). Surface tension e�ects at the free bound-
ary Γ2(t) (in relation to the exterior gas or vacuum) and exterior forces are neglected.

In applications F can be e.g.

F (c,∇c) = a(c)|∇c|α∇c⊗∇c

for some α ≥ 0 and a ∈ C2(R). Then F (c,∇c) describes capillary stresses related to
a free energy of the form

E(c) =

∫

Ω

a(c)|∇c|2+α

2 + α
dx.

(Of course more general version of a free energy depending on c and ∇c and a cor-
responding extra stress can be treated too.) The latter form includes the case that
the free energy density depends on ∇̺ instead of ∇c since ∇̺ = ̺′(c)∇c. In partic-
ular, if α = 0 and c describes the concentration of two partly mixing incompressible
viscous �uids, we recover a well-known di�use interface model in the case when dif-
fusion e�ects are neglected, cf. Gurtin et al. [10]. Note that in this case the system
arises from the systems studied e.g. in [1, 2] if one chooses the mobility coe�cient
m = 0. Moreover, if c = ̺ describes the density of the �uid and α = 0, the system
describes a continuum model for the motion of granular material as e.g. sand or
powder, cf. Málek and Rajagopak [12]. The latter system was studied by Nakano
and Tani [13] before, where short time existence of strong solutions in anisotropic
L2-Sobolev spaces in the case of Dirichlet boundary condition and a bounded domain
was proved.

The purpose of the paper is to obtain local existence of strong solutions for the
system above in anisotropic Lq-Sobolev space for a general F in bounded domains
and asymptotically �at layers. The result is proved by transformation to Lagrangian
coordinates, where both the evolution of the free boundary Γ2,t and the transport
equation for c can be solved explicitly for given velocity v.
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More precisely, let X(ξ, t), t > 0, be the trajectory of the mass particle, i.e.,
X(ξ, t) solves

∂tX(ξ, t) = v(X(ξ, t), t), X(ξ, 0) = ξ, for t ∈ (0, T ), ξ ∈ Ω0.

Then (1.7) implies X(Γ2,0, t) = Γ2,t for t ∈ (0, T ), and (1.3) implies

c(X(ξ, t), t) = c0(ξ) for all t ∈ (0, T ), ξ ∈ Ω

since
∂tc(X(ξ, t), t) = (∂tc)(X(ξ, t), t) + (v · ∇c)(X(ξ, t), t) = 0.

Moreover, let u(ξ, t) = v(X(ξ, t), t), p(ξ, t) = q̃(X(ξ, t), t) be the velocity and the
pressure of the �uid in Lagrangian coordinates. Then

X(ξ, t) = Xu(ξ, t) := ξ +

∫ t

0

u(ξ, τ)dτ

and the system (1.1)-(1.6) is transformed to

̺(c0)∂tu− divu (2ν(c0)Duu) + ∇up = − divu F (c0,∇uc0), in QT , (1.8)
divu u = 0, in QT , (1.9)
u|Γ1 = 0, on Γ1 × (0, T ), (1.10)

nu · Tu(c0, u, p)|Γ2 = nu · F (c0,∇uc0) on Γ2 × (0, T ), (1.11)
u|t=0 = u0 in Ω0 (1.12)

where Ω ≡ Ω0 = Ω(0), Q = Ω × (0, T ), Γ2 = Γ2,0, and

Xu(t, ξ) = ξ +

∫ t

0

u(ξ, τ)dτ. (1.13)

Here

∇u = A(u)∇, divu v = ∇u · v = Tr(A(u)∇v),

Tu(u, p) = 2ν(c0)Duu− pI, Duv =
1

2

(
∇uv + (∇uv)

T
)
, nu(ξ, t) =

A(u)nξ

|A(u)nξ|
,

where A(u) = (DξXu)
−T (ξ, t) and nξ denotes the exterior normal at ξ ∈ ∂Ω.

The main result of the paper is the following:

THEOREM 1.1 Let d ≥ 2, d < q <∞, q 6= 3, and let Ω be a bounded domain with

W
2− 1

q
q -boundary or let Ω = Ωγ be an asymptotically �at layer with W

2− 1
q

q -boundary,
cf. Assumption 1.2 below. Moreover, we assume that ν, ̺ : R → R are C1-functions,
F : R × R

d → R
d×d is a C2-function with F (s, 0) = 0 for all s ∈ R, c0 ∈ W 2

q (Ω) and
that ν(c0) and ̺(c0) are bounded from above and below by some positive constant.

Then for every u0 ∈ W
2− 2

q
q (Ω)d with div u0 = 0, u0|Γ1 = 0, and (n2ν(c0)·Du0)τ |Γ2 = 0

if q > 3, there is some T > 0 such that (1.8)-(1.13) have a unique solution (u, p) ∈

W 2,1
q (QT )d ×W 1,0

q (QT ) with p|Γ2 ∈ W
1− 1

q
, 1
2
(1− 1

q
)

q (Γ2 × (0, T )).
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Here and in the following we denote by fτ and fn the tangential and normal compo-
nents, respectively, of a vector �eld f .

The advantage of the Lq-theory in comparison with the usual result based on
L2-Sobolev spaces is that less smoothness of the data is needed. We note that we
also reduced the assumption on the smoothness of ∂Ω in comparison to the earlier
work A. [3] in the case of an asymptotically �at layer with ∂Ω ∈ C1,1 ∩ W

2− 1
q

q ,
constant viscosity and density, and F ≡ 0, and in comparison with Beale [6], where
the corresponding L2-theory was treated. Moreover, it improves and extends the
result on the density-dependent Navier-Stokes equation in a bounded domain by
Danchin [8], where ∂Ω ∈ C2+ε and Dirichlet boundary conditions are assumed.

The proof is done with the aid of the Banach contraction-mapping principle using
the unique solvability of the linearized system, i.e., the non-stationary Stokes system
with variable viscosity:

∂tv − div(2ν(x)Dv) + ∇p = f in Ω × (0, T ), (1.14)
div v = g in Ω × (0, T ), (1.15)
v|Γ1 = 0 on Γ1 × (0, T ), (1.16)

n · T (v, p)|Γ2 = a on Γ2 × (0, T ), (1.17)
v|t=0 = v0 on Ω (1.18)

where v : Ω × (0, T ) → R
d is the velocity of the �uid, p : Ω × (0, T ) → R is the

pressure,
T (v, p) = 2ν(x)Dv − pI,

ν : Ω → (0,∞) is a variable given viscosity coe�cient (independent of t), and Ω ⊆ R
d,

d ≥ 2, is a suitable domain with boundary ∂Ω = Γ1 ∪ Γ2 consisting of two closed,
disjoint (possibly empty) components Γj, j = 1, 2. More precisely, we assume the
following:

Assumption 1.2 Let Ω be a bounded domain with W
2− 1

r
r -boundary for some d <

r ≤ ∞ or let Ω = Ωγ be an asymptotically �at layer with W
2− 1

r
r -boundary, i.e.,

Ωγ =
{
x ∈ R

d : a+ γ−(x′) < xd < b+ γ+(x′)
}
,

where x = (x′, xd), a < b, and γ± ∈ W
2− 1

r
r (Rd−1) such that γ+(x′)− γ−(x′) + b− a ≥

κ > 0 for all x′ ∈ R
d−1, lim|x′|→∞ γ±(x′) = 0, and lim|x′|→∞∇γ±(x′) = 0 if r = ∞.

Moreover, let ∂Ω = Γ1 ∪ Γ2 consist of two closed, disjoint (possibly empty) com-
ponents Γj, j = 1, 2. In the case of an asymptotically �at layer, we will assume that
Γ1 = {(x′, γ−(x′) : x′ ∈ R

d−1} and Γ2 = {(x′, γ+(x′) : x′ ∈ R
d−1}.

The maximal regularity result we prove and apply is the following.

THEOREM 1.3 Let 0 < T <∞, let Ω be as in Assumption 1.2, and let 3
2
< q <∞

with max(q, q′) ≤ r, q 6= 3. Moreover, assume that ν ∈ W 1
r1

(Ω) for some d < r1 ≤
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∞ such that max(q, q′) ≤ r1 and ν(x) ≥ ν0 > 0. Then for every f ∈ Lq(QT )d,

g ∈ W 1,0
q (QT ) with ∂tg ∈ Lq(0, T ;W−1

q,Γ2
(Ω)), g|Γ2 ∈ W

1− 1
q
, 1
2
(1− 1

q
)

q (Γ2 × (0, T )), a ∈

W
1− 1

q
, 1
2
(1− 1

q
)

q (Γ2 × (0, T ))d, and v0 ∈ W
2− 2

q
q (Ω)d satisfying the compatibility condition

div v0 = g|t=0 in W−1
q,Γ2

(Ω), v0|Γ1 = 0, (n · 2νDv0)τ |Γ2 = aτ |t=0 if q > 3.

there is a unique solution (v, p) ∈ W 2,1
q (QT )d×W 1,0

q (QT ) of (1.14)-(1.18). Moreover,

‖v‖W
2,1
q

+ ‖∇p‖Lq + ‖p|Γ2‖
W

1− 1
q , 12 (1− 1

q )

q

(1.19)

≤ C

(
‖(f,∇g)‖Lq + ‖∂tg‖−1,0,q + ‖(g|Γ2 , a)‖

W
1− 1

q , 12 (1− 1
q )

q

+ ‖v0‖
W

2− 2
q

q (Ω)

)
,

where ‖.‖−1,0,q := ‖.‖Lq(0,T ;W−1
q,Γ2

). The constant C can be chosen independently of

T ∈ (0, T0] for any �xed 0 < T0 <∞.

Precise de�nitions of the function spaces are given in Section 2 below.
The proof of the latter theorem is based on a recent result on the existence of

a bounded H∞-calculus for an associated (reduced) Stokes operator by the authors,
cf. [5].

We note that �rst results on general non-stationary Stokes systems, including the
case of variable viscosity, were obtained by Solonnikov [14, 15] in Lq-Sobolev spaces
and weighted Hölder spaces in the case of a bounded domain with pure Dirichlet
boundary conditions and g = 0. Moreover, Bothe and Prüÿ [7] obtained unique solv-
ability of general non-stationary Stokes systems in Lq-Sobolev spaces for the case of
bounded and exterior domains with Dirichlet, Neumann, and Navier boundary condi-
tions. Finally, we note that Ladyºenskaja and Solonnikov [11] and later Danchin [8]
obtained results for a similar non-stationary Stokes system with variable density
instead of variable viscosity.

The structure of the article is as follows: In Section 2, we prepare some preliminary
results. In Section 3, the unique solvability of the linear system is established, which
is Theorem 1.3. Finally, in Section 4, the results of the linear theory are applied and
Theorem 1.1 is proved.

2 Preliminaries and Notation

For s ∈ R we denote by [s] the largest integer ≤ s and set {s} := s− [s] ∈ [0, 1).
If M ⊆ R

d is measurable, Lq(M), 1 ≤ q ≤ ∞ denotes the usual Lebesgue-space
and ‖.‖q its norm. Moreover, Lq(M ;X) denotes its vector-valued variant, where X
is a Banach space. If f ∈ Lq(M), g ∈ Lq′(M), where 1

q
+ 1

q′
= 1, then

(f, g)M :=

∫

M

f(x)g(x)dx.
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If X is a Banach space and X ′ is its dual, then

〈f, g〉 ≡ 〈f, g〉X′,X = f(g), f ∈ X ′, g ∈ X,

denotes the duality product. Moreover, Cθ([0, T ];X), θ ∈ (0, 1), T > 0, denotes the
space of Hölder continuous functions f : [0, T ] → X. Furthermore, Ck,1(Ω) denotes
the space of k-times di�erentiable functions f : Ω → R with uniformly Lipschitz
continuous k-th derivatives, where k ∈ N0 and Ω ⊂ R

d is a domain.
Let Ω ⊂ R

d be a domain. In the following W s
q (Ω), s ≥ 0, 1 ≤ q <∞, denotes the

usual Sobolev-Slobodeckij space normed by

‖u‖q
s,q =

∑

|α|≤s

‖Dαu‖q
q if s ∈ N0,

‖u‖q
s,q =

∑

|α|≤[s]

‖Dαu‖q
q +

∑

|α|=[s]

∫

Ω

∫

Ω

|Dαu(x) −Dαu(y)|q

|x− y|n+q{s}
dx dy if s 6∈ N0.

Moreover, W s
q (Ω;X) denotes its vector-valued variant, where X is a Banach space.

Finally, W s
q (∂Ω) is de�ned in the same way as above with the Lebesgue measure

replaced by the surface measure.
We note that Assumption 1.2 on the domain Ω implies the Assumption 1 in [5],

see A. [4] for the details. In particular, since Ω has a C1-boundary due to r > d, the
usual Sobolev embedding theorem holds for W 1

q (Ω). Hence W 1
q (Ω) →֒ L∞(Ω) for all

d < q <∞ and we have the following fundamental lemma:

Lemma 2.1 Let 1 < q <∞ and d < p ≤ ∞ such that q ≤ p and let Ω be a domain
as in the Assumption 1.2. Then π(f, g)(x) := f(x)g(x) de�nes a continuous, bilinear
mapping π : W 1

q (Ω) ×W 1
p (Ω) → W 1

q (Ω).

The anisotropic Sobolev-Slobodeckij space is de�ned as

W 2s,s
q (QT ) = Lq(0, T ;W 2s

q (Ω)) ∩W s
q (0, T ;Lq(Ω)), s ≥ 0

normed by
‖u‖q

2s,s,q = ‖u‖q

Lq(0,T ;W 2s
q (Ω)) + ‖u‖q

W s
q (0,T ;Lq(Ω)).

Moreover, we de�ne Wm,0
q (QT ) = Lq(0, T ;Wm

q (Ω)), m ∈ N, and denote by ‖.‖m,0,q

the corresponding norm.
The following lemma will be used to reduce to zero boundary and initial values.

Lemma 2.2 Let Ω ⊂ R
d, d ≥ 2, d < r ≤ ∞ be as in Assumption 1.2, let 3

2
< q <∞,

q 6= 3, and let 0 < T ≤ ∞. Moreover, let ν ∈ W 1
r1

(Ω) with ν(x) ≥ ν0 > 0 for some
d < r1 ≤ ∞ such that r1 ≥ q. Then:

1. For every u0 ∈ W
2− 2

q
q (Ω) with u0|Γ1 = 0 there is some u ∈ W 2,1

q (QT ) with
u|t=0 = u0, u|Γ1×(0,T ) = 0. Moreover, there is some C > 0 independent of
T ∈ (0,∞] such that

‖u‖W
2,1
q (QT ) ≤ C‖u0‖

W
2− 2

q
q (Ω)

.
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2. For every a ∈ W
1− 1

q
, 1
2
(1− 1

q
)

q (Γ2 × (0, T ))d with a|t=0 = 0 if q > 3 there is some
A ∈ W 2,1

q (QT )d with A|t=0 = 0, A|Γ1 = 0, and

(n · 2νDA)τ |Γ2 = aτ , divA|Γ2 = an.

Moreover,

‖A‖W
2,1
q (QT ) ≤ C‖a‖1− 1

q
, 1
2
(1− 1

q
),q

where C can be chosen independently of T ∈ (0,∞].

Proof: With the aid of the coordinate transformations due to [5, Proposition 1] and
a suitable partition of unity the �rst statement can be easily reduced to the case of
a half-space R

d
+, which is well-known, cf. e.g. Grubb [9, Appendix].

In order to prove 2., let A ∈ W 2,1
q (QT )d with A|t=0 = A|∂Ω = 0, and ∂nA|Γ2 = ν−1a

such that ‖A‖2,1,q ≤ C‖a‖1− 1
q
, 1
2
(1− 1

q
),q. � As before, the existence of A can be reduced

to the corresponding statement in R
d
+. � Then

(n · 2νDA)τ |Γ2 = (ν∇τAn + ν∂nAτ )|Γ2 = 0 + aτ ,

divA|Γ2 = (divτ Aτ + ∂nAn)|Γ2 = 0 + an.

The constant C can be chosen independently of T since we can extend a to ã ∈

W
1− 1

q
, 1
2
(1− 1

q
)

q (Γ2 × (0,∞))d such that ‖ã‖1− 1
q
, 1
2
(1− 1

q
),q ≤ C‖a‖1− 1

q
, 1
2
(1− 1

q
),q, where C

does not depend on T , and restrict the corresponding Ã ∈ W 2,1
q (Ω × (0,∞))d to

(0, T ) afterwards. The latter extension to (0,∞) can be done by �rst extending a in
an even way around t = T to a function de�ned on (0, 2T ) and then extending by
zero, which yields an ã ∈ W

1− 1
q
, 1
2
(1− 1

q
)

q (Γ2 × (0,∞))d since ã|t=2T = a|t=0 = 0 if q > 3.

For the following we denote

W 1
q,Γ2

(Ω) =

{{
u ∈ W 1

q (Ω) : u|Γ2 = 0
}

if Γ2 6= ∅,{
u ∈ W 1

q (Ω) :
∫

Ω
u dx = 0

}
if Γ2 = ∅,

W−1
q,Γ2

(Ω) =

{(
W 1

q′,Γ2
(Ω)

)′
. if Γ2 6= ∅,{

f ∈ W−1
q,0 (Ω) := (W 1

q′(Ω))′ : 〈f, 1〉 = 0
}

if Γ2 = ∅.

Here W 1
q,Γ2

(Ω) is equipped with the norm ‖∇ · ‖Lq(Ω). Moreover, we note that Ω is a
bounded domain if Γ2 = ∅.

Lemma 2.3 Let Ω be as in Assumption 1.2 and let 1 < q < ∞. Then for every

F ∈ W−1
q,Γ2

(Ω) and a ∈ W
1− 1

q
q (Γ2) there is a unique p ∈ W 1

q,Γ2
(Ω) such that

(∇p,∇ϕ)Ω = 〈F, ϕ〉W−1
q,Γ2

,W 1
q,Γ2

for all ϕ ∈ W 1
q′,Γ2

(Ω), (2.1)

p|Γ2 = a on Γ2. (2.2)
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Moreover, there is some constant Cq independent of F such that

‖∇p‖Lq(Ω) ≤ Cq

(
‖F‖W−1

q,Γ2
(Ω) + ‖∇A‖Lq(Ω)

)

for every A ∈ W 1
q (Ω) with A|Γ2 = a.

We refer to [5, Lemma 2] and [4, Corollary A.2] for the proof.
We will frequently use the following lemma:

Lemma 2.4 Let Ω be as in Assumption 1.2 and let q > d. Then for any F ∈
C1(U), where U ⊂ R

m, m ≥ 1, is open, and any R > 0 there is some constant
C = C(R,F ) > 0 such that

‖F (u)‖W 1
q (Ω) ≤ C

‖F (u) − F (v)‖L∞(Ω) ≤ C‖u− v‖W 1
q (Ω)

for all u, v ∈ W 1
q (Ω) with ‖(u, v)‖W 1

q
≤ R and u(x), v(x) ∈ U for all x ∈ Ω. If even

F ∈ C2(U), then

‖F (u) − F (v)‖W 1
q (Ω) ≤ C‖u− v‖W 1

q (Ω)

for all u, v ∈ W 1
q (Ω) with ‖(u, v)‖W 1

q
≤ R and u(x), v(x) ∈ U for all x ∈ Ω.

Proof: The proof follows easily from the Sobolev embedding W 1
q (Ω) →֒ L∞(Ω), the

chain rule, and the representation

F (u) − F (v) =

∫ 1

0

DF (tu+ (1 − t)v) dt · (u− v).

3 Non-Stationary Stokes Equations

As in the case of the generalized Stokes resolvent equations, cf. [5], (1.14)-(1.18) can
(at least formally) be reduced to the non-stationary reduced Stokes equations

∂tv − div(ν∇v) + ∇Pνv −∇νT∇vT = fr in QT , (3.1)
v|Γ1 = 0 on Γ1 × (0, T ), (3.2)
T ′

1u = ar on Γ2 × (0, T ), (3.3)
v|t=0 = v0 in Ω, (3.4)

where T ′
1v is de�ned by

(T ′
1v)τ = (n · 2νDv)τ |Γ2 , (T ′

1v)n = ν div v|Γ2 . (3.5)
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For given ν ∈ W 1
q (Ω) with ν(x) ≥ ν0 > 0 the reduced Stokes operator Aq on Lq(Ω)d

is de�ned as

Aqv = − div(ν∇v) + ∇Pv −∇νT∇vT (3.6)
D(Aq) =

{
v ∈ W 2

q (Ω)d : v|Γ1 = 0, T ′
1v|Γ2 = 0

}
,

Moreover, Pv ≡ p1 ∈ W 1
q (Ω) with p1|Γ2 ∈ W

1− 1
q

q (Γ2) if Γ2 6= ∅ and
∫

Ω
p1 dx = 0 if

Γ2 = ∅ is de�ned as the solution of

(∇p1,∇ϕ)Ω = (ν(∆ −∇ div)v,∇ϕ)Ω + (Dv, 2∇ν ⊗∇ϕ)Ω, (3.7)
p1|Γ2 = 2ν∂nvn (3.8)

for all ϕ ∈ W 1
q′,Γ2

(Ω). Note that the right-hand-side of (3.7) de�nes a bounded linear
functional on W 1

q′,Γ2
(Ω). The existence of a solution follows from Lemma 2.3. Hence

P : W 2
q (Ω)d → W 1

q (Ω) is a bounded linear operator. The following result follows from
[5, Theorems 1,2, and 3].

Theorem 3.1 Let 1 < p, q <∞, 0 < T <∞, and let Ω be as in Assumption 1.2 and
assume that max(q, q′) ≤ r. Moreover, assume that ν ∈ W 1

r1
(Ω) for some d < r1 ≤ ∞

such that max(q, q′) ≤ r1 and ν(x) ≥ ν0 > 0. Then for every f ∈ Lp(0, T ;Lq(Ω)d)
there is a unique solution v ∈ W 1

p (0, T ;Lq(Ω)d) ∩ Lp(0, T ;D(Aq)) of

v′(t) + Aqv(t) = f(t), 0 < t < T,

v(0) = 0

Moreover, there is some constant C > 0 independent of f such that

‖v′‖Lp(0,T ;Lq) + ‖Aqv‖Lp(0,T ;Lq) ≤ C‖f‖Lp(0,T ;Lq).

Remark 3.2 Obviously, the constant C above can be chosen uniformly in 0 < T ≤
T0 for any 0 < T0 <∞.

From the latter theorem and Lemma 2.2, we deduce:

Theorem 3.3 Let 0 < T < ∞, let Ω, r be as in Assumption 1.2, let 3
2
< q <

∞ with max(q, q′) ≤ r, q 6= 3, and let ν ∈ W 1
r1

(Ω) for some d < r1 ≤ ∞ such
that max(q, q′) ≤ r1 and ν(x) ≥ ν0 > 0. Moreover, let (fr, ar, v0) ∈ Lq(QT )d ×

W
1− 1

q
, 1
2
(1− 1

q
)

q (Γ2 × (0, T ))d ×W
2− 2

q
q (Ω)d satisfy the compatibility conditions

1. div v0 = g|t=0 in W−1
q,Γ2

(Ω), v0|Γ1 = 0,

2. (n · 2νDv0)τ |Γ2 = aτ |t=0 if q > 3.
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Then there is a unique solution v ∈ W 2,1
q (QT )d of (3.1)-(3.4), which satis�es

‖v‖W
2,1
q (QT ) ≤ C

(
‖fr‖Lq(QT ) + ‖ar‖

W
1− 1

q , 12 (1− 1
q )

q (Γ2×(0,T ))
+ ‖v0‖

W
2− 2

q
q (Ω)

)

for some C > 0 independent of fr, ar, v0. The constant can be chosen uniformly in
0 < T ≤ T0 for any 0 < T0 <∞.

Proof: The theorem follows immediately from Theorem 3.1 if ar = v0 = 0. The
general case can be easily reduced to the latter case by �rst subtracting a suitable
extension of u0 and then a suitable extension of ar, cf. Lemma 2.2.

Now we are able to prove Theorem 1.3. A proof in a more general case can be
found in [4]. For a similar proof in the case of constant viscosity and an asymptoti-
cally �at layer with mixed boundary conditions we refer to [3].

Proof of Theorem 1.3: For almost every t ∈ (0, T ) let p2(., t) ∈ W 1
q (Ω) with

p2|Γ2 ∈ W
1− 1

q
q (Γ2) if Γ2 6= ∅ and

∫
Ω
p2 dx = 0 else be the solution of

(∇p2(., t),∇ϕ) = (f(t) + ν∇g(t),∇ϕ)Ω + 〈∂tg(t), ϕ〉W−1
q,Γ2

,W 1
q′,Γ2

(3.9)

for all ϕ ∈ W 1
q′,Γ2

(Ω) and p2|Γ2 = −an, cf. Lemma 2.3. Now we de�ne fr = f−∇p2 +
ν∇g. Then

‖fr‖q ≤ C
(
‖(f,∇g)‖q + ‖∂tg‖Lq(0,T ;W−1

q,Γ2
) + ‖an‖1− 1

q
, 1
2
(1− 1

q
),q

)

with C independent of T . Moreover, let (ar)τ = aτ and (ar)n = g|Γ2 .
Now let v ∈ W 2,1

q (QT )d be the solution of the reduced Stokes equations with right-
hand side (fr, a

+
r ). Then (v, p) with ∇p = ∇Pv+∇p2 solves (1.14) and (1.16)-(1.18)

by construction. Hence it only remains to prove that div v = g.
First of all, because of (3.9),

−(fr(t),∇ϕ)Ω = 〈∂tg(t), ϕ〉W−1
q,Γ2

,W 1
q′,Γ2

,+(ν∇g(t),∇ϕ)Ω (3.10)

for all ϕ ∈ W 1
q,Γ2

(Ω) and almost every t ∈ (0, T ). On the other hand, if v ∈ W 2,1
q (Ω)d

solves (3.1)-(3.4), then

−(fr,∇ϕ)Ω = 〈∂t div v, ϕ〉W−1
q,Γ2

,W 1
q′,Γ2

+ (ν∇ div v,∇ϕ)Ω (3.11)

for all ϕ ∈ W 1
q,Γ2

(Ω) because of

(div(ν∇v),∇ϕ)Ω − (∇Pv,∇ϕ)Ω + (∇νT∇vT ,∇ϕ)Ω (3.12)
= (ν∆v,∇ϕ)Ω − (∇Pv,∇ϕ)Ω + (Dv, 2∇ν ⊗∇ϕ)Ω = (ν∇ div v,∇ϕ)Ω

for all ϕ ∈ W 1
q,Γ2

(Ω) and almost every t ∈ (0, T ) due to (3.7). Moreover, since
div v − g ∈ W 1

q,Γ2
(Ω), Proposition 3.4 below implies div v = g.
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Proposition 3.4 Let Ω, r be as in Assumption 1.2, 1 < q <∞ with max(q, q′) ≤ r,
q 6= 3, and let ν ∈ W 1

r1
(Ω) for some d < r1 ≤ ∞ such that max(q, q′) ≤ r1 and

ν(x) ≥ ν0 > 0. Moreover, let u ∈ Lq(0, T ;W 1
q,Γ2

(Ω)), 0 < T < ∞, be such that

∂tu ∈ Lq(0, T ;W−1
q,Γ2

(Ω)), u|t=0 = 0 in W−1
q,Γ2

(Ω), and

∫ T

0

〈∂tu, ϕ〉W−1
q,Γ2

,W 1
q′,Γ2

+ (ν∇u,∇ϕ)QT
= 0 (3.13)

for all ϕ ∈ Lq′(0, T ;W 1
q′,Γ2

(Ω)). Then u = 0.

Proof: Let ψ ∈ Lq′(0, T ;W 1
q′,Γ2

(Ω)) be arbitrary and let v ∈ W
2,1
q′ (QT )d be a solution

of the reduced Stokes equations (3.1)-(3.4) with right-hand side fr = ∇ψ, a = 0, and
v0 = 0. Then by (3.11)

−(∇ψ,∇ϕ)QT
=

∫ T

0

〈∂t div v, ϕ〉W−1
q′,Γ2

,W 1
q,Γ2

dt+ (ν∇ div v,∇ϕ)QT

for all ϕ ∈ Lq(0, T ;W 1
q,Γ2

(Ω)). Now, choosing ϕ(x, t) = u(x, T − t), we obtain

−(∇u(T − .),∇ψ)QT

=

∫ T

0

〈∂t div v(t), u(T − t)〉W−1
q′,Γ2

,W 1
q,Γ2

dt+ (ν∇ div v,∇u(T − .))QT

=

∫ T

0

〈(∂tu)(T − t), div v(t))〉W−1
q,Γ2

,W 1
q′,Γ2

dt+ (ν∇u(T − .),∇ div v)QT
= 0

due to (3.13). Here we have used

∫ T

0

〈∂tv, w〉W−1
q,Γ2

,W 1
q′,Γ2

dt = 〈v(t), w(t)〉
W

1− 2
q

q ,W
1− 2

q′

q′

∣∣∣∣∣

T

t=0

−

∫ T

0

〈v, ∂tw〉W 1
q,Γ2

,W−1
q′,Γ2

dt

for all v ∈ Lq(0, T ;W 1
q,Γ2

) ∩W 1
q (0, T ;W−1

q,Γ2
), w ∈ Lq′(0, T ;W 1

q′,Γ2
) ∩W 1

q′(0, T ;W−1
q′,Γ2

),

where we note that Ls(0, T ;W 1
s ) ∩W 1

s (0, T ;W−1
s ) →֒ BUC([0, T ];W

1− 2
s

s ) for all 1 <
s <∞.

Since ψ ∈ Lq′(0, T ;W 1
q′,Γ2

(Ω)) was arbitrary, we conclude ∇u(t) = 0 for almost
every t ∈ (0, T ) due to Lemma 2.3. Hence ∂tu = 0 due to (3.13) and therefore u = 0
since u|t=0 = 0.
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4 Short-Time Existence for the Non-Linear System

Recall that our coupled Navier-Stokes system of interest, (1.1)-(1.6), reads in La-
grangian coordinates as follows:

̺(c0)∂tu− divu(2ν(c0)Duu) + ∇up = − divu F (c0,∇uc0) in QT ,

divu u = 0 in QT ,

u|Γ1 = 0 on Γ1 × (0, T ),

nu · Tu(c, u, p)|Γ2 = nu · F (c0,∇uc0) on Γ2 × (0, T ),

u|t=0 = u0 in Ω

where Γ2 = Γ2,0,Ω = Ω(0) and

Xu(t, ξ) = ξ +

∫ t

0

u(ξ, τ)dτ, Tu(u, p) = 2ν(cu)Duu− pI.

We will solve the system locally in time by a linearization technique. The lin-
earization of the problem (around 0) is the following system:

∂tw − div(2ν(c0)̺
−1
0 Dw) + ∇p = f in QT ,

divw = g, in QT ,

w|Γ1 = 0, on Γ1 × (0, T ),

n · T (w, p)|Γ2 = a, on Γ2 × (0, T ),

w|t=0 = w0 in Ω,

where we have set w := ̺(c0)v, w0 := ̺(c0)v0, ̺0 = ̺(c0), and

T (w, p) = 2ν(c0)̺(c0)
−1Dw − pI.

For this system, we can apply Theorem 1.3 to obtain w ∈ W 2,1
q (QT ). From this,

we can obtain the estimates of v = ̺(c0)
−1w ∈ W 2,1

q (QT ) since c0 ∈ W 2
q (Ω).

We can formulate the initial-boundary value problem as an abstract �xed point
equation:

Lv = G(v) + h ⇔ v = L−1G(v) + L−1h, (4.1)

where v = (u, p)T ∈ XT , and h = (0, 0, 0, ̺(c0)u0)
T

XT :=
{
(u, p) : u ∈ W 2,1

q (QT )d, u|Γ1 = 0, div u|t=0 = 0, p ∈ W 1,0
q (QT ),

p|Γ2 ∈ W
1− 1

q
, 1
2
− 1

2q
q (Γ2 × (0, T )), (n · Su|t=0)τ |Γ2 = 0 if q > 3

}
,

YT :=
{
(f, g, a, u0) : f ∈ Lq(QT )d, g ∈ W 1,0

q (QT ), ∂tg ∈ Lq
(
0, T ;W−1

q,Γ2
(Ω)

)
,

g|t=0 = 0, a ∈ W
1− 1

q
, 1
2
− 1

2q
q (Γ2), aτ |t=0 = 0, u0 ∈ W

2− 2
q

q (Ω)d, div u0 = 0,

u0|Γ1 = 0, (n · Su0)τ |Γ2 = 0 if q > 3
}
,
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and

L(u, p) :=




∂t(̺0u) − div(2ν(c0)̺
−1
0 D(̺(c0)u)) + ∇p

div(̺0u)
n · T (̺0u, p)|Γ2

̺0u0




G(u, p) := (g1(u, p), g2(u), g3(u, p), 0)T
.

with

g1(u, p) := divu(2ν(c0)Duu) − div(2ν(c0)Du) − div(ν(c0)̺
−1
0 (∇̺0 ⊗ u+ u⊗∇̺0))

+∇p−∇up− (divu − div)F (c0,∇uc0),

g2(u) :=

{
∇̺(c0) · u+ ̺(c0)(div u− divu u) if Γ2 6= ∅,

∇̺(c0) · u+ ̺(c0)(div u− divu u) + 1
|Ω|

∫
Ω
̺0 divu u dx if Γ2 = ∅,

g3(u, p) := n · T0(u, p)|Γ2
− nu · Tu(u, p)|Γ2

+ n ·
(
ν(c0)̺

−1
0 (∇̺0 ⊗ u+ u⊗∇̺0)

)∣∣
Γ2

+ nu · F (c0,∇uc0)|Γ2
.

Because of Theorem 1.3 and ̺(c0) ∈ W 2
q (Ω), L−1 exists and ‖L−1‖L(YT ,XT ) ≤ C(T0)

for any 0 < T ≤ T0 and �xed 0 < T0 <∞.
Note that, if Γ2 = ∅, then Ω is necessarily a bounded domain due to our assump-

tions. The modi�cation in this case implies the necessary compatibility condition∫
Ω
g2(w) dx = 0. Moreover, we note that

g2(u) = ∇̺0 · u+ ̺0 Tr((I − A(u))∇u) (4.2)

if Γ2 6= ∅.

We mention thatXT = X ′
T×

{
p ∈ W 1,0(QT ) : p|Γ2 ∈ W

1
q′

, 1
2q′

q (Γ2 × (0, T ))

}
, where

X ′
T shall be normed by

‖u‖X′

T
= ‖u‖W

2,1
q (QT ) + ‖u‖W 1

q (0,T ;W−1
q,Γ2

) + ‖u|t=0‖
W

2− 2
q

q (Ω)
.

This implies that
‖u‖

BUC([0,T ];W
2− 2

q
q (Ω))

≤ C‖u‖X′

T
(4.3)

uniformly in 0 < T ≤ 1.
The proof of Theorem 1.1 relies on the following result.

THEOREM 4.1 Let d ≥ 2, q > d, q 6= 3 κ > 0 and let Ω be as in Assumption 1.2
with r = q, and let G : XT → YT , T > 0, be de�ned as above. Then for every R > 0
there is some T0 > 0 such that

‖G(u) −G(v)‖YT
≤ κ‖u− v‖XT

for all u, v ∈ BR(0) ⊂ XT and 0 < T ≤ T0.
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The main task now is to prove the latter theorem.
To this end we will use the following lemma.

Lemma 4.2 Let d ≥ 2, q > d, and R > 0. Moreover, let F (u) = Xu and Z =
W 2

q (Ω)d or F (u) = A(u) and Z = W 1
q (Ω)d×d. Then there is some T0 = T0(R) > 0

and a constant C > 0 such that for all 0 < T ≤ T0

sup
0≤t≤T

‖F (u) − F (v)‖Z ≤ CT
1
q′ ‖u− v‖2,1,q, (4.4)

sup
0≤t≤T

(∫ t

0

‖∆h(F (u) − F (v))(., t)‖q
Z

h
1+ q

2q′

dh

) 1
q

≤ CT
1

2q′ ‖u− v‖2,1,q, (4.5)

(∫ T

0

∫ t

0

‖∆h(F (u) − F (v))(., t)‖q
Z

h
1+ q

2q′

dh dt

) 1
q

≤ CT
1
q′

+ 1
2q′ ‖u− v‖2,1,q (4.6)

for all u, v ∈ W 2,1
q (ΩT )n with ‖u‖2,1,q, ‖v‖2,1,q ≤ R, where ∆hf(t) = f(t) − f(t− h).

The proof in the present situation is identical with the proof in [3, Lemma 4.1].

Remark 4.3 We note (4.4) implies that for every R > 0 there is some 0 < T0 ≤ 1
such that

‖Xu − id ‖L∞(0,T ;C0,1(Ω)) + ‖∇Xu − I‖L∞(QT ) ≤
1

2

for all 0 < T ≤ T0, ‖u‖W
2,1
q

≤ R. In particular, this implies that A(u) = (DξXu)
−T is

well-de�ned and ‖A(u)‖L∞(QT ) ≤ 2. Moreover, Xu : Ω → Ω is a C1-di�eomorphism
under the latter conditions.

Lemma 4.4 Let R > 0, let T0 = T0(R) be as above, and let 0 < T ≤ T0. Then
g1 : XT → Lq(QT )d is a bounded mapping such that

‖g1(v1) − g1(v2)‖Lq(QT ) ≤ C(R)T
1
q′ ‖v1 − v2‖X′

T
(4.7)

uniformly in 0 < T ≤ T0 and v1, v2 ∈ XT with ‖(v1, v2)‖X′

T
≤ R.

Proof: First of all,

divu(2ν(c0)Duu) − div(2ν(c0)Du)

= L1(x, X̃u,∇X̃u;∇
2u,∇p) + Tr(A(u)ν(c)∇A(u)2Du),

and

− divu F (c0,∇uc0) = L2(x,∇X̃u;∇c0,∇
2c0,∇

2X̃u)

where Lj, j = 1, 2, are uniformly bounded w.r.t x, continuously di�erentiable w.r.t.
the second (and third) variable, and linear w.r.t. the variable after �;�. Moreover,
X̃u :=

∫ t

0
u(x, τ)dτ = Xu(x, t) − x. Hence we can decompose g1(u, p) as

g1(u, p) = L1(x,∇X̃u;∇u,∇
2u,∇p) − div(ν(c0)̺

−1
0 (∇̺0 ⊗ u+ u⊗∇̺0))

+L2(x,∇X̃u;∇c0,∇
2c0,∇

2X̃u) + Tr(A(u)ν(c)∇A(u)2Du). (4.8)
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Using the structural properties of L1, we have the following estimates

‖L1(x,∇X̃u1 ;∇u,∇
2u,∇p) − L1(x,∇X̃u2 ;∇u,∇

2u,∇p)‖Lq(QT )

≤ C‖∇Xu1 −∇Xu2‖L∞(QT )

(
‖u‖W

2,1
q (QT ) + ‖∇p‖Lq(QT )

)

≤ CT
1
q′ ‖u1 − u2‖W

2,1
q

(
‖u‖W

2,1
q

+ ‖∇p‖Lq(QT )

)
(4.9)

due to (4.4). Since L1(x, 0;∇u,∇2u,∇p) = 0, (4.9) implies

‖L1(x,∇X̃u;∇v,∇
2v,∇p)‖Lq(QT )

≤ CT
1
q′ ‖u‖W

2,1
q (QT )

(
‖v‖W

2,1
q (QT ) + ‖∇p‖Lq(QT )

)
.

Altogether these estimates yield (4.7) for g1(v) replaced by L1(x,∇X̃u;∇u,∇
2u,∇p)

with v = (u, p).
For L2 we have similarly

‖L2(x,∇X̃u;∇c0,∇
2c0,∇

2X̃u) − L2(x,∇X̃v;∇c0,∇
2c0,∇

2X̃v)‖Lq(QT )

≤ ‖L2(x,∇Xu; 0, 0,∇
2(X̃u−v))‖Lq(QT )

+‖L2(x,∇Xu;∇c0,∇
2c0,∇

2X̃v) − L2(x,∇X̃v;∇c0,∇
2c0,∇

2X̃v)‖Lq(QT )

≤ CR‖∇
2X̃u−v‖Lq(QT ) + CR‖∇X̃u−v‖L∞(0,T ;W 1

q ) · ‖(∇c0,∇
2c0,∇

2X̃v)‖Lq(QT )

≤ CRT
1
q′ ‖u− v‖W

2,1
q (QT )

for all u, v ∈ W 2,1
q (QT ) with ‖(u, v)‖W

2,1
q

≤ R due to (4.4) again.
To estimate the last term in (4.8), we use the fact that A(u)ν(c) ∈ L∞(QT ),

Ã(u) ∈ L∞(QT ) where Ã(u) is de�ned by ∇A(u) = Ã(u)∇2Xu and the following
estimate:

‖∇2Xu ·Du‖Lq(QT ) ≤ ‖∇2Xu‖L∞(0,T ;Lq)‖∇u‖Lq(0,T ;L∞) ≤ CT
1
q′ ‖u‖W

2,1
q (QT )

Finally, using Lemma 2.1, it is easy to obtain

‖∇̺0 ⊗ u−∇̺0 ⊗ v‖L∞(0,T ;W 1
q ) ≤ C‖u− v‖L∞(0,T ;W 1

q ) ≤ C‖u− v‖X′

T
.

due to (4.3). This yields easily the estimate (4.7) for this part due to ‖f‖Lq(0,T ;X) ≤

T
1
q′ ‖f‖L∞(0,T ;X).

Lemma 4.5 Let R > 0 and let T0 = T0(R) be as above. To this end we use g2 : X ′
T →

Y2,T := Lq(0, T ;W 1
q (Ω)) ∩W 1

q (0, T ;W−1
q,Γ2

(Ω)) is a bounded mapping such that

‖g2(v1) − g2(v2)‖Y2,T
≤ C(R)T

1
q′ ‖v1 − v2‖X′

T

uniformly in 0 < T ≤ T0 and v1, v2 ∈ XT with ‖(v1, v2)‖X′

T
≤ R.
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Proof: First of all, the estimate

‖g2(u1) − g2(u2)‖Lq(0,T ;W 1
q ) ≤ CT

1
q′ ‖u1 − u2‖X′

T

can be obtained similarly as before. � It is almost identical with the corresponding
estimates in [3, Proof of Lemma 4.3], where we note that ∇̺(c0) · u is linear w.r.t u,
of lower order, and can simply be estimated as

‖∇̺(c0) · u‖Lq(0,T ;W 1
q ) ≤ CT

1
q′ ‖u‖L∞(0,T ;W 1

q ) ≤ C ′T
1
q′ ‖u‖X′

T
.

due to (4.3). Hence it only remains to estimate the W 1
q (0, T ;W−1

q,Γ2
)-norm. Then

(g2(u), ϕ)Ω = −(u, div((I − A(u)T )̺0ϕ))Ω + (∇̺0 · u, ϕ)Ω

for all ϕ ∈ W 1
q,Γ2

(Ω). Therefore we obtain for all ϕ ∈ W 1
q′,Γ2

(Ω) with ‖ϕ‖W 1
q′,Γ2

= 1

d

dt
(g2(u(t)), ϕ)Ω = −(∂tu, div((I − A(u)T )̺0ϕ))Ω − (∇u, (∂tA(u)T )̺0ϕ)Ω

+(∇̺0 · ∂tu, ϕ)Ω,

where

‖A(u1) − A(u2)‖L∞(0,T ;W 1
q ) ≤ CT

1
q′ ‖u1 − u2‖Lq(0,T ;W 2

q ),

‖∂tA(u1) − ∂tA(u2)‖Lq(0,T ;W 1
q ) ≤ C‖∇u1 −∇u2‖Lq(0,T ;W 1

q (Ω))

due to (4.4) and ∂tA(u1) = DF (∇Xuj
)∇uj; here A(uj) = F (∇Xuj

). Hence
∣∣(∂tu(t), div((A(u1(t)) − A(u2(t))

T )ϕ))Ω

∣∣
≤ C‖∂tu(t)‖Lq(Ω)‖‖A(u1)

T − A(u2)
T‖L∞(0,T ;W 1

q )

≤ CT
1
q′ ‖∂tu(t)‖Lq(Ω)‖u1 − u2‖X′

T

and
∣∣(∇u(t), (∂t(A(u1(t)) − A(u2(t)))

Tϕ))Ω

∣∣

≤ CT
1
q′ ‖u‖L∞(0,T ;W 1

q (Ω))‖‖∇u1(t) −∇u2(t)‖Lq(Ω)

≤ CT
1
q′ ‖u‖X′

T
‖u1(t) − u2(t)‖W 1

q (Ω)

for all ϕ ∈ W 1
q′,Γ2

(Ω) with ‖ϕ‖W 1
q′,Γ2

≤ 1. From these estimates one easily derives

‖∂tg2(u1) − ∂tg2(u2)‖Lq(0,T ;W−1
q,Γ2

) ≤ C(R)T
1
q′ ‖u1 − u2‖X′

T

for all u1, u2 ∈ X ′
T with ‖(u1, u2)‖X′

T
≤ R. In particular, this implies g2(u) =

g2(u) − g2(0) ∈ W 1
q (0, T ;W−1

q,Γ2
).
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Lemma 4.6 Let R > 0 and let T0 = T0(R) > 0 be as above. Then g3 : XT →

W
1− 1

q
, 1
2
(1− 1

q
)

q (Γ2 × (0, T )) is a bounded mapping such that

‖g3(v1) − g3(v2)‖
W

1− 1
q , 12 (1− 1

q )

q

≤ C(R)T
1

2q′ ‖v1 − v2‖XT

uniformly in 0 < T ≤ T0 and v1, v2 ∈ XT with ‖(v1, v2)‖XT
≤ R.

Proof: Let vj = (uj, pj) ∈ XT with ‖(v1, v2)‖XT
≤ R. We estimate the terms

ν(c0)(nu1 ·Du1 − n ·D)u1 − ν(c0)(nu2 ·Du2 − n ·D)u2 (4.10)
(nu1 − n)p1 − (nu2 − n)p2 (4.11)
nu1 · F (c0,∇u1c0) − nu2 · F (c0,∇u2c0) (4.12)
n · ν(c0)̺

−1
0 ((∇̺0 ⊗ u1 + u1 ⊗∇̺0) − (∇̺0 ⊗ u2 + u2 ⊗∇̺0)) (4.13)

on Γ2 × (0, T ) separately. First of all, in [3, Proof of Lemma 4.3] it was shown that

‖nu ·Duw − nv ·Dvw‖
W

1− 1
q , 12 (1− 1

q )

q

≤ C(R)T
1

2q′ ‖u− v‖W
2,1
q (QT )‖w‖W

2,1
q (QT ) (4.14)

and

‖nup− nvp‖
W

1− 1
q , 12 (1− 1

q )

q

≤ C(R)T
1

2q′ ‖u− v‖W
2,1
q (QT )

(
‖∇p‖Lq(QT ) + ‖p‖

W
1− 1

q , 12 (1− 1
q )

q

)

for all (u, p), (v, p) ∈ XT with norm bounded by R and all 0 < T ≤ T0 for some
suitable T0 > 0 and w ∈ W 2,1

q (QT ). � Note that in [3] the estimates are shown for an
asymptotically �at layer with C1,1-boundary. But the proof in the present situation
is almost identically using only additionally n ∈ W

1− 1
r

r (Γ2) and ‖nb‖
W

1− 1
q

q (Γ2)
≤

C‖n‖
W

1− 1
r

r (Γ2)
‖b‖

W
1− 1

q
q (Γ2)

for all 1 < q ≤ r. � Using n = n0, D = D0, as well as the

simple general relation

(f(x1) − f(0))x1 − (f(x2) − f(0))x2 = (f(x1) − f(x2))x2 + (f(x1) − f(0))(x1 − x2),

these estimates imply the estimates of (nu1 − n)p1 − (nu2 − n)p2 and

‖(nu1 ·Du1 − n ·D)u1 − (nu2 ·Du2 − n ·D)u2‖
W

1− 1
q , 12 (1− 1

q )

q

≤ C(R)T
1

2q′ ‖u1 − u2‖X′

T

for vj = (uj, pj) as in the statement of the lemma. This implies the same estimate

with ν(c0) as prefactor since ν(c0) ∈ W
1− 1

q
q (Γ2). Hence we obtained the estimate of

the term (4.10). Furthermore, the term (4.12) can be estimated in the similarly as
in [3, Proof of Lemma 4.3].
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Finally, to estimate (4.13) we use that

u ∈ BUC([0, T ];W
2− 2

q
q (Ω)) ∩ C1− 1

q ([0, T ];Lq(Ω)) →֒ C
1− s

2
− 1

q ([0, T ];W s
q (Ω))

for every 0 ≤ s ≤ 2 − 2
q
and u ∈ W 2,1

q (QT ). Therefore

‖u|Γ2‖Cα([0,T ];Lq(∂Ω)) ≤ Cα‖u‖X′

T

for every 0 ≤ α < 1
2
− 3

2q
due to ‖u|Γ2‖

W
s− 1

q
q (∂Ω)

≤ Cs‖u‖W s
q (Ω) for all 1

q
< s ≤ 1.

Hence

‖u|Γ2‖
W

1
q′

1
2q′

q

≤ CT
1
q′

(
‖u‖

C
1− 3

2q
−ε

([0,T ];Lq(Γ2))
+ ‖u‖L∞(0,T ;W 1

q )

)
≤ CT

1
q′ ‖u‖X′

T
,

for some 0 < ε < 1
2
− 1

q
, which implies 1

2q′
< 1 − 3

2q
. Since c0,∇c0 ∈ W

1− 1
q

q (∂Ω), this
yields the estimate of the last term.

Proof of Theorem 1.1: We apply the Banach �xed point theorem to the set BR(0),
where R > 0 is chosen so large that ‖L−1h‖X eT

≤ R
2
for some T̃ > 0. Then, because of

Theorem 4.1, there is some 0 < T ≤ T̃ such that L−1G : BR(0)|XT
→ BR(0)|XT

is a
contraction with Lipschitz constant κ = 1

2
. Now let F (v) := L−1G(v)+L−1h, v ∈ XT .

Then ‖F (v)‖XT
≤ R for v ∈ BR(0)|XT

since ‖L−1h‖XT
≤ ‖L−1h‖XT

≤ R
2
and

‖L−1G(v) − L−1G(0)‖XT
≤ R

2
. Hence the Banach �xed point theorem implies the

existence of a unique �xed point Lv = G(v), which is a solution of (1.8)-(1.13) if
Γ2 6= ∅. Finally, if Γ2 = ∅, then a �xed point w = ̺0u of Lw = G(w) only satis�es

div(̺(c0)u) = g2(u) ⇔ ̺0 divu u =
1

|Ω|

∫

Ω

̺0 divu u dx =: K(t).

Therefore it remains to prove that K(t) ≡ 0, which follows from the next lemma.

Lemma 4.7 If L(u, p) = G(u, p) and Γ2 = ∅, then K(t) = 0 for every t ∈ [0, T ],
where K(t) is de�ned as above.

Proof: First of all, since u|∂Ω = 0 and ‖I −X‖L∞(0,T ;C0,1(Ω)) ≤
1
2
, X(t) : Ω → Ω is a

C1-di�eomorphism with X|∂Ω = id∂Ω for every 0 ≤ t ≤ T . Hence Ω(t) := X(t,Ω) =
Ω for all t ∈ [0, T ] and therefore |Ω(t)| = |Ω0| for all 0 ≤ t ≤ T . Moreover, if v(x, t)
is de�ned by

v(Xu(ξ, t), t) = u(ξ, t) for all ξ ∈ Ω0, t ∈ [0, T ],

then ∂tX(ξ, t) = v(X(ξ, t), t) and X(ξ, 0) = ξ and therefore

0 =
d

dt
|Ω(t)| =

∫

Ω(t)

div v(x, t) dx =

∫

Ω0

divu u(x, t) detDX(x, t) dx

= K(t)

∫

Ω0

̺0(x)
−1 detDX(x, t) dx.
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Since the latter integral is positive, we conclude K(t) = 0 for all t ∈ [0, T ]. This
implies divu u = 0.
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