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#### Abstract

We consider a large lattice system of unbounded continuous spins that are governed by a Ginzburg-Landau type potential and a weak quadratic interaction. We derive the logarithmic Sobolev inequality (LSI) for Kawasaki dynamics uniform in the boundary data. The scaling of the LSI constant is optimal in the system size and our argument is independent of the geometric structure of the system. The proof consists of an application of the two-scale approach of Grunewald, Otto, Westdickenberg \& Villani. Several ideas are needed to solve new technical difficulties due to the interaction. Let us mention the application of a new covariance estimate, a conditioning technique, and a generalization of the local Cramér theorem.
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## 1 Introduction

The logarithmic Sobolev inequality (LSI) - introduced by Gross [Gro75] - is a powerful tool for studying spin systems. It implies exponential convergence to equilibrium of the naturally associated diffusion process and also characterizes the rate of convergence (cf. [SZ92a, SZ92b, SZ95, Yos00, Zeg96] and Remark 1.6). Therefore an appropriate scaling of the LSI constant in the system size indicates the absence of phase transitions. The LSI is also useful to deduce the hydrodynamic limit (see [Kos01, GOVW09]).

In this article we consider a large system of real-valued unbounded spins. The Hamiltonian of the system is given by a Ginzburg-Landau type potential and a two-body interaction (see (2)). The quadratic interaction is not restricted to finite range. Any two spins of the system are allowed to interact. Because Kawasaki dynamics conserves the mean spin of the system, we work with the canonical ensemble.

Even if there is no interaction term in the Hamiltonian, there is a long-range interaction due to the conservation of the mean spin. Therefore it was a challenge to establish the LSI for the canonical ensemble in the case of a non-interacting quadratic Hamiltonian (cf. [LY93] for discrete spin and [LPY02, Cha03, GOVW09] for continuous spin). The main difficulty was to attain the optimal scaling behavior of the LSI constant in the system size. In [Yau96] this result was generalized to weak interaction of finite range for bounded discrete spin values (see also [CMR02]). In this article we show that the LSI also holds for unbounded continuous spin values with weak two-body interaction. The LSI constant is uniform in the boundary data and scales optimal in the system size. Compared to the discrete case we have to deal with new technical difficulties due to the fact that the spin values and the range of interaction are unbounded. Because we apply the two-scale approach [GOVW09], deriving the hydrodynamic limit should also work. However, this is omitted in this article. Our approach is independent of the geometrical structure of the system. Hence in contrast to existing results on the hydrodynamic limit (cf. [GPV88, Yau91]) there is no restriction to lattices of certain dimensions or nearest neighbor interaction. For the proof of the main result we also establish a generalized version of the local Cramér theorem [GOVW09], where the single-site potentials have an additional linear term and depend on the site.

Recently, Felix Otto and the author of this article derived in [MO10a] the LSI for a class of non-interacting quartic Hamiltonians that also contains the classical GinzburgLandau potential $\left(x^{2}-1\right)^{2}$. Again, the scaling behavior of the LSI constant is optimal in the system size. It is a natural question if one could extend their result to weak interaction. Our approach allows only bounded perturbations of quadratic Hamiltonians because we use the two-scale criterion for LSI [GOVW09, Theorem 3], which is restricted to this class of Hamiltonians (cf. Remark 2.2).

The paper is organized in the following way. We present the main result in Section 1.1
and its proof in Section 2. The local Cramér theorem is discussed in Section 3. A short appendix contains basic facts about the LSI.

### 1.1 Basic setting and main result

We consider the following type of spin system. Let $\Lambda$ be an arbitrary set of sites that are indexed by $\{1, \ldots, N\}, N \in \mathbb{N}$. Note that we do not make any assumption on the geometrical structure of $\Lambda$. To each site $i \in\{1, \ldots, N\}$ we assign a real value $x_{i} \in \mathbb{R}$ called the spin. A vector $x=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N}$ represents a configuration of the spin system. The energy of a configuration is given by the Hamiltonian $H(x) \in \mathbb{R}$. In our case there are three contributions to the Hamiltonian:

- for each site $i \in\{1, \ldots, N\}$ a Ginzburg-Landau type single-site potential $\psi_{i}$ : $\mathbb{R} \rightarrow \mathbb{R}$ that satisfies

$$
\begin{equation*}
\psi_{i}(x)=\frac{1}{2} x^{2}+\delta \psi_{i}(x) \quad \text { and } \quad\left\|\delta \psi_{i}\right\|_{C^{2}(\mathbb{R})} \leq c_{1}<\infty \tag{1}
\end{equation*}
$$

uniformly in $i \in\{1, \ldots, N\}$;

- a two-body interaction given by a real-valued symmetric matrix $M=\left(m_{i j}\right)_{N \times N} \in$ $\mathbb{R}^{N \times N}$ with zero diagonal $m_{i i}=0$;
- a linear term given by the real-valued vector $s \in \mathbb{R}^{N}$, which models the dependence on the boundary data (see also Remark 1.8).

Explicitly, the Hamiltonian of the system is given by

$$
\begin{equation*}
H(x):=\sum_{i=1}^{N} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j=1}^{N} m_{i j} x_{i} x_{j}+\sum_{i=1}^{N} s_{i} x_{i} \tag{2}
\end{equation*}
$$

Note that in contrast to [GOVW09] we do not consider homogeneous single-site potentials $\psi_{i}=\psi, i \in\{1, \ldots, N\}$ (cf. Remark 1.7). Note that $\left|m_{i j}\right|$ determines the strength of the interaction between the spin $x_{i}$ and $x_{j}$. The sign of $m_{i j}$ determines if the interaction is repulsive or attractive. To avoid phase transition, it is natural to assume that the interaction is small in a certain sense.

Definition 1.1 (Condition of smallness). The interaction matrix $M$ satisfies the smallness condition $C S(\varepsilon)$ with $\varepsilon>0$, iffor all $x, y \in \mathbb{R}^{N}$

$$
\sum_{i, j=1}^{N} x_{i}\left|m_{i j}\right| x_{j} \leq \varepsilon \sum_{i=1}^{N} x_{i}^{2}
$$

Remark (Alternative condition of smallness I). Note that $C S(\varepsilon)$ is weaker than a condition Yoshida used in [Yos01] i.e.

$$
\max _{j=1 \ldots N} \sum_{i=1}^{N}\left|m_{i j}\right| \leq \varepsilon \quad \text { and } \quad m_{i j}=0, \quad \text { if } \quad|i-j| \geq R
$$

for some fixed $R \in \mathbb{N}$. There is an obvious difference between both conditions: the $\operatorname{CS}(\varepsilon)$ allows infinite range of interaction and Yoshida's condition not. Even if we allow infinite range of interaction in Yoshida's condition, we will give an example to distinguish both conditions. Let us consider the interaction matrix $M=\left(m_{i j}\right)_{N \times N}$ given by

$$
m_{i j}= \begin{cases}\frac{\varepsilon}{2 \sqrt{N}}, & \text { if } i=1 \text { and } j \neq 1, \\ \frac{\varepsilon}{2 \sqrt{N}}, & \text { if } j=1 \text { and } i \neq 1, \\ 0, & \text { else. }\end{cases}
$$

Let us consider the condition CS( $\varepsilon$ ). By Cauchy-Schwarz we have

$$
\sum_{j=1}^{N}\left|x_{j}\right| \leq\left(\sum_{j=1}^{N} 1\right)^{\frac{1}{2}}\left(\sum_{j=1}^{N}\left|x_{j}\right|^{2}\right)^{\frac{1}{2}}=\sqrt{N}\left(\sum_{j=1}^{N}\left|x_{j}\right|^{2}\right)^{\frac{1}{2}} .
$$

Then direct calculation reveals that

$$
\begin{aligned}
\sum_{i, j=1}^{N} x_{i}\left|m_{i j}\right| x_{j} & =\frac{\varepsilon}{\sqrt{N}}\left|x_{1}\right| \sum_{j=1}^{N}\left|x_{j}\right| \\
& \leq \varepsilon\left|x_{1}\right|\left(\sum_{j=1}^{N}\left|x_{j}\right|^{2}\right)^{\frac{1}{2}} \leq \varepsilon \sum_{j=1}^{N}\left|x_{j}\right|^{2}
\end{aligned}
$$

which yields that the matrix $M$ satisfies $\operatorname{CS}(\varepsilon)$.
Considering Yoshida's condition one sees directly that

$$
\max _{j=1 \ldots N} \sum_{i=1}^{N}\left|m_{i j}\right|=\frac{\varepsilon}{2}\left(\sqrt{N}-\frac{1}{\sqrt{N}}\right) .
$$

This bound is not uniform in the system size $N$.
Remark (Alternative condition of smallness II). Unfortunately, we cannot use the smallness condition

$$
\begin{equation*}
\sum_{i, j=1}^{N} x_{i} m_{i j} x_{j} \leq \varepsilon \sum_{i=1}^{N} x_{i}^{2} \tag{CS}
\end{equation*}
$$

which would be sensitive to competing interaction (more precisely, to changes in the sign of $m_{i j}$ ). Obviously the condition $\operatorname{CS}(\varepsilon)$ implies $\widetilde{C S}(\varepsilon)$. The best $\tilde{\varepsilon}$ satisfying $\widetilde{C S}(\varepsilon)$ is given by

$$
\tilde{\varepsilon}=\sup _{x \in \mathbb{R}^{N}} \frac{\langle M x, x\rangle}{\langle x, x\rangle},
$$

where $\langle\cdot, \cdot\rangle$ denotes the standard scalar product on $\mathbb{R}^{N}$. By Lagrange multipliers one sees that

$$
\tilde{\varepsilon}=\max \{\lambda \geq 0, \lambda \in \sigma(M)\},
$$

where $\sigma(M)$ denotes the spectrum of $M$. By the same argument the best $\varepsilon$ satisfying $C S(\varepsilon)$ is given by

$$
\varepsilon=\max \{\lambda \geq 0, \lambda \in \sigma(\tilde{M})\}
$$

where $\tilde{M}$ denotes the matrix with entries $\left|m_{i j}\right|, i, j \in\{1, \ldots, N\}$. Let us illustrate the difference between both conditions with an example of three interacting sites. We consider two interaction matrices given by (cf. Figure 1)

$$
M_{1}=\left(\begin{array}{rrr}
0 & \varepsilon & -\varepsilon \\
\varepsilon & 0 & \varepsilon \\
-\varepsilon & \varepsilon & 0
\end{array}\right) \quad \text { and } \quad M_{2}=\left(\begin{array}{ccc}
0 & \varepsilon & \varepsilon \\
\varepsilon & 0 & \varepsilon \\
\varepsilon & \varepsilon & 0
\end{array}\right) .
$$

Direct calculation reveals that

$$
\sigma\left(M_{1}\right)=\{-2 \varepsilon, \varepsilon, \varepsilon\} \quad \text { and } \quad \sigma\left(M_{2}\right)=\{-\varepsilon,-\varepsilon, 2 \varepsilon\},
$$

which implies that $M_{1}$ satisfies $\widetilde{C S}(\varepsilon)$ and $M_{2}$ satisfies $\widetilde{C S}(2 \varepsilon)$. However, on the level of the condition CS the interaction matrices $M_{1}$ and $M_{2}$ are indistinguishable. We have to work with the smallness condition $\operatorname{CS}(\varepsilon)$, because of an application of the criterion of Otto \& Reznikoff (see Section 2.2) and of a covariance estimate (see Section 2.3.2).

The grand canonical ensemble $\mu_{g c}$ is a probability measure on $\mathbb{R}^{N}$ given by

$$
\mu_{g c}(d x):=\frac{1}{Z} \exp (-H(x)) d x
$$

Here and later on, $Z$ denotes a generic normalization constant. The Kawasaki dynamics conserves the mean spin $m=\frac{1}{N} \sum_{i=1}^{N} x_{i}$ of an initial configuration $x \in \mathbb{R}^{N}$. Therefore we want to restrict the system to the $N-1$ dimensional hyper-plane $X_{N, m}$ defined by

$$
X_{N, m}:=\left\{x \in \mathbb{R}^{N} \left\lvert\, \frac{1}{N} \sum_{i=1}^{N} x_{i}=m\right.\right\}
$$



Figure 1: Competing vs. uniform interaction

We equip $X_{N, m}$ with the standard scalar product and norm induced by $\mathbb{R}^{N}$ i.e.

$$
\langle x, \tilde{x}\rangle:=\sum_{i=1}^{N} x_{i} \tilde{x}_{i} \quad \text { and } \quad|x|=\sum_{i=1}^{M} x_{i}^{2}
$$

The restriction of $\mu_{g c}$ to $X_{N, m}$ is called canonical ensemble $\mu$ i.e.

$$
\begin{equation*}
\mu(d x):=\frac{1}{Z} 1_{\left\{\frac{1}{N} \sum_{i=1}^{N} x_{i}=m\right\}} \exp (-H(x)) \mathcal{H}(d x) \tag{3}
\end{equation*}
$$

Here and later on, $\mathcal{H}$ denotes the Hausdorff measure in the appropriate dimension. Note that the canonical ensemble $\mu$ depends on the system size $N \in \mathbb{N}$ and the mean spin $m \in \mathbb{R}$.

Definition 1.2 (LSI). Let $X$ be an Euclidean space. A Borel probability measure $\mu$ on $X$ satisfies the LSI with constant $\varrho>0$ (in short: LSI(@) ), if for all functions $f \geq 0$

$$
\begin{equation*}
\operatorname{Ent}(f \mu \mid \mu):=\int f \log f d \mu-\int f d \mu \log \left(\int f d \mu\right) \leq \frac{1}{2 \varrho} \int \frac{|\nabla f|^{2}}{f} d \mu \tag{4}
\end{equation*}
$$

Here $\nabla$ denotes the gradient determined by the Euclidean structure of $X$.
Remark 1.3 (Gradient on $X_{N, m}$ ). If we choose in Definition $1.2 X=X_{N, m}$, we can calculate $|\nabla f|^{2}$ in the following way: Extend the function $f: X_{N, m} \rightarrow \mathbb{R}$ to be constant on the direction normal to $X_{N, m}$, then

$$
|\nabla f|^{2}=\sum_{i=1}^{N}\left|\partial_{x_{i}} f\right|^{2}
$$

Now, we are able to state the main result of this article.

Theorem 1.4. Assume that the Hamiltonian $H$ is given by (2) and that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Then there exist $\varepsilon>0$ and $\varrho>0$ depending only on $c_{1}$ such that:
If the interaction matrix $M$ satisfies $C S(\varepsilon)$, then the canonical ensemble $\mu$ satisfies $L S I(\varrho)$ independent of $N, m$, and $s$.

In the next remark we explain in which sense the scaling behavior of Theorem 1.4 is optimal in the system size.

Remark 1.5 (From Glauber to Kawasaki). The bound on the right hand side of (4) is given in terms of the Glauber dynamics in the sense that we have endowed $X_{N, m}$ with the standard Euclidean structure inherited from $\mathbb{R}^{N}$. By the discrete Poincaré inequality one can recover the bound for the Kawasaki dynamics (cf. [Cap03] or [GOVW09, Remark 15]) in the sense that one endows $X_{N, m}$ with the Euclidean structure coming from the discrete $H^{-1}$-norm. More precisely, let A denote the discrete second-order difference operator. For example for a one-dimensional lattice $A$ is given by

$$
A:=\left(\begin{array}{rrrrr}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & 0 \\
& & & & \\
0 & \cdots & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & 2
\end{array}\right) .
$$

On the $d$-dimensional lattice we consider a cube $\Lambda$ with side length $W$ and total number of sites $N$. Caputo showed in [Cap03] that there exists a constant $C$ depending only on the dimension $d$ such that

$$
|\nabla f|^{2} \leq C W^{2}|\sqrt{A} \nabla f|^{2}
$$

Thus if a measure $\mu$ satisfies $\operatorname{LSI}(\varrho)$, then for all functions $f \geq 0$

$$
\operatorname{Ent}(f \mu \mid \mu) \leq \frac{C W^{2}}{2 \varrho} \int \frac{|\sqrt{A} \nabla f|^{2}}{f} d \mu
$$

The diffusive scaling behavior in $W$ is optimal (cf. [Yau96]).
In the next remark we explain what is meant by Kawasaki Dynamics and how the LSI is connected to exponential convergence to equilibrium.

Remark 1.6 (Convergence to equilibrium). The Kawasaki dynamics on $X_{N, m}$ is given by the stochastic differential equation

$$
d X_{t}=-A \nabla H\left(X_{t}\right) d t+\sqrt{2 A} d B_{t}
$$

where $B_{t}$ denotes a standard Brownian motion on $\mathbb{R}^{N}$. If the process $X_{t}$ is distributed as $f_{t} \mu$, then $f_{t}$ satisfies the time-evolution

$$
\frac{d}{d t}\left(f_{t} \mu\right)=\nabla \cdot\left(A \nabla f_{t} \mu\right)
$$

Using this equation one sees that

$$
\frac{d}{d t} \operatorname{Ent}\left(f_{t} \mu \mid \mu\right)=-\frac{1}{2} \int \frac{|\sqrt{A} \nabla f|^{2}}{f} d \mu
$$

Hence it follows from Gronwall's Lemma and Remark 1.5 that if $\mu$ satisfies LSI( $\varrho)$, then

$$
\operatorname{Ent}\left(f_{t} \mu \mid \mu\right) \leq \exp \left(-C W^{-2} \varrho\right) \operatorname{Ent}\left(f_{0} \mu \mid \mu\right)
$$

with a constant $C$, that depends only on the dimension of the lattice.
There are several criteria for the LSI (cf. Appendix A), but none of them applies to our situation:

- The Tensorization Principle for LSI does not apply because of the interaction $M \neq 0$.
- The criterion of Bakry-Emery does not apply because the single-site potentials $\psi_{i}$ are allowed to be non-convex.
- The criterion of Holley-Stroock does not help because we want the LSI constant $\varrho$ to be independent of the system size $N$.
- The criterion of Otto \& Reznikoff does not help because of the restriction to the hyper-plane $X_{N, m}$.

Therefore new tools are needed. The most common approach to LSI for Kawasaki dynamics is the Lu-Yau martingale method [LY93, LPY02, Cha03]. Using this method Landim, Panizo \& Yau [LPY02] proved Theorem 1.4 in the special case $M=0$ for the Kawasaki bound. An adaptation of this approach by Chafaï [Cha03] led to the stronger bound for Glauber Dynamics. Providing a new technique - called the two-scale approach - Grunewald, Otto, Westdickenberg (former Reznikoff) and Villani [GOVW09] reproduced Theorem 1.4 for $M=0$. We will follow their approach, but our setting differs in two aspects: On the one hand we consider inhomogeneous single-site potentials (i.e. $\psi_{i}$ depends on the site $i$ ) and on the other hand -and more fundamentally- we allow for interaction $M \neq 0$. These differences lead to new technical difficulties, which are dealt with using the following ideas (see also Section 2.1):

- the interaction between blocks is controlled by the covariance estimate of [MO10b];
- the convexification of the coarse-grained Hamiltonian with interaction is achieved by a conditioning technique (that artificially reduces the system size) and a nonstandard perturbation argument;
- the local Cramér theorem (cf. [GOVW09, Proposition 31]) is generalized to Hamiltonians with inhomogeneous single-site potentials and linear terms.

In our argument we want to point out the proof of Lemma 2.12 which contains crucial estimates to deal with unbounded spin values and unbounded range of interaction. If the spin values and the range of interaction are bounded, the proof of Lemma 2.12 would be a lot easier (cf. comments after (30)). As a consequence one would not have to generalize the local Cramér theorem. Therefore Lemma 2.12 is the interesting step compared to the discrete and bounded case (cf. [Yau96, CMR02]).
The proof of the main result (Theorem 1.4) is structured in the following way. In Section 2.1 we outline the two-scale approach. The proof of the main result is given directly after we formulated the two-scale criterion for LSI (see Theorem 2.1), which is the main tool of our argument. In the remaining part of Chapter 2 we verify the ingredients of the two-scale criterion. The microscopic LSI and the macroscopic LSI are deduced in Section 2.2 and Section 2.3 respectively. For the proof of the macroscopic LSI we need a generalized version of the local Cramér theorem, which we state and prove in Section 3.

Remark 1.7 (Homogeneous single-site potentials). Let us consider the situation of homogeneous single-site potentials. More precisely, assume that for $i \in\{1, \ldots N\}$ the single site-potential $\psi_{i}(x), x \in \mathbb{R}$ is given by

$$
\psi_{i}(x):=\psi(x):=\frac{1}{2} x^{2}+\delta \psi(x), \quad \text { and } \quad\|\delta \psi\|_{C^{2}} \leq c_{1}
$$

Then the proof of Theorem 1.4 would be exactly the same as for inhomogeneous singlesite potentials except of one detail: one has to generalize local Cramér theorem (cf. Theorem 3.1 or Corollary 3.2) only to Hamiltonians of the form

$$
H_{h}(x):=\sum_{i=1}^{K} \frac{1}{2} x_{i}^{2}+s_{i} x_{i}+\delta \psi\left(x_{i}\right) .
$$

and not to Hamiltonians of the form

$$
H_{i h}(x):=\sum_{i=1}^{K} \frac{1}{2} x_{i}^{2}+s_{i} x_{i}+\delta \psi_{i}\left(x_{i}\right) .
$$

However, the argument for the generalized local Cramér theorem is almost the same for Hamiltonians given by $H_{h}$ or $H_{i h}$. Therefore we decided to state the main result in the more general case of inhomogeneous single-site potentials.

In the next remark we explain that the dependence on the boundary data can be expressed by adding a linear term to the Hamiltonian $H$.

Remark 1.8 (Introducing boundary data). We start with a system of $N$ sites and a Hamiltonian that just consists of single-site potentials and interaction i.e.

$$
H\left(x_{1}, \ldots, x_{N}\right):=\sum_{i=1}^{N} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j=1}^{N} m_{i j} x_{i} x_{j} .
$$

To model the dependence on the boundary data, we embed the original system into a larger system of $\tilde{N} \geq N$ spins, $\tilde{N} \in \mathbb{N}$. Because the indexing of the sites is arbitrary, we can assume that the new sites are indexed by the set $\{N+1, \ldots, \tilde{N}\}$. The new system has the Hamiltonian

$$
\tilde{H}\left(x_{1}, \ldots x_{\tilde{N}}\right):=\sum_{i=1}^{\tilde{N}} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j=1}^{\tilde{N}} m_{i j} x_{i} x_{j},
$$

where the real numbers $m_{j i}=m_{i j}, i \in\{1, \ldots, \tilde{N}\}_{\tilde{z}} j \in\{N+1, \ldots \tilde{N}\}$, express the interaction with the additional sites $\{N+1, \ldots, N\}$. We consider the new grand canonical ensemble $\tilde{\mu}_{g c}$ on $\mathbb{R}^{\tilde{N}}$ associated to $\tilde{H}$,

$$
\tilde{\mu}_{g c}(d x):=\frac{1}{Z} \exp (-\tilde{H}(x)) d x \text {. }
$$

We fix the values of the new spins $x_{i}, i \in\{N, N+1, \ldots, \tilde{N}\}$, that now play the role of the boundary data of the original system. Hence, we restrict $\tilde{\mu}_{g c}$ to the space

$$
\left\{y \in \mathbb{R}^{\tilde{N}} \mid y_{i}=x_{i}, N+1 \leq i \leq \tilde{N}\right\} \approx \mathbb{R}^{N}
$$

and denote the restriction as

$$
\mu_{b}(d x):=\frac{1}{Z} 1_{\left\{y_{i}=x_{i}, N+1 \leq i \leq \tilde{N}\right\}} \exp (-\tilde{H}(x)) \mathcal{H}(d x) .
$$

Changing the normalization constant $Z$ one can cancel all terms of the Hamiltonian $\tilde{H}$ that are independent of $\left(x_{1}, \ldots, x_{N}\right)$. Therefore $\mu_{b}$ can be considered as a measure on $\mathbb{R}^{N}$ with density

$$
\mu_{b}(d x)=\frac{1}{Z} \exp \left(-H_{b}(x)\right) d x
$$

where $H_{b}(x), x \in \mathbb{R}^{N}$, is given by

$$
H_{b}(x):=\sum_{i=1}^{N} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j=1}^{N} m_{i j} x_{i} x_{j}+\sum_{i=1}^{N} \underbrace{\left(\sum_{j=N+1}^{\tilde{N}} m_{i j} x_{j}\right)}_{=: s_{i}} x_{i} .
$$

This calculation shows that in our setup the dependence on the boundary data can be modelled by adding a linear term to the Hamiltonian.

## 2 Proof of the main result

### 2.1 The two-scale approach

In this section we will explain the two-scale approach, point out the new difficulties arising from the interaction, and explain how they are solved. Our presentation is based on Subsection 2.1 and 5.1 of [GOVW09], which we recommend for better understanding. We decompose the spin system into $L$ blocks each containing $K$ sites. Therefore $N=K L$. The index set of the $l$-th block, $l \in\{1, \ldots, L\}$ is given by (cf. Figure 2)

$$
B(l):=\{(l-1) K+1, \ldots, l\} .
$$

Hence a configuration $x \in X_{N, m}$ of the spin system can be written as

$$
\begin{equation*}
x=\left(x^{1}, \ldots, x^{L}\right), \quad \text { with } x^{l}:=\left(x_{i}\right)_{i \in B(l)} . \tag{5}
\end{equation*}
$$

Note that the block decomposition is entirely arbitrary and has no geometric significance. The coarse-graining operator $P: X_{N, m} \rightarrow X_{L, m}=: Y$ assigns to each block its mean spin i.e.

$$
P(x):=\left(\frac{1}{K} \sum_{i \in B(1)} x_{i}, \ldots, \frac{1}{K} \sum_{i \in B(L)} x_{i}\right) .
$$

We endow $Y$ with the scalar product

$$
\begin{equation*}
\langle y, z\rangle_{Y}:=\frac{1}{L} \sum_{i=1}^{L} y_{i} z_{i}, \quad \text { for } y, z \in Y \tag{6}
\end{equation*}
$$

Let $P^{*}: Y \rightarrow X_{N, m}$ denote the adjoint operator of $P$. Note that due to the special Euclidean structure of $Y$ we have

$$
P^{*}=\frac{1}{L} P^{t}
$$

where $P^{t}$ denotes the transpose of $P$. The orthogonal projection of $X_{N, m}$ on ker $P$ is given by Id $-N P^{*} P$, which can be seen using the identity

$$
\begin{equation*}
P N P^{*}=\operatorname{Id}_{Y} . \tag{7}
\end{equation*}
$$

Hence we can decompose $x \in X_{N, m}$ into a macroscopic profile and a microscopic fluctuation i.e.

$$
x=\underbrace{\left(N P^{*} P\right) x}_{\in(\operatorname{ker} P)^{\perp}}+\underbrace{\left(\operatorname{Id}-N P^{*} P\right) x}_{\in \operatorname{ker} P} .
$$



Figure 2: Block decomposition of the spin system

The coarse graining also induces a natural decomposition of measures. Recall that $\mu$ denotes the canonical ensemble given by (3) associated to the Hamiltonian $H$ and the mean spin $m$. Let $\bar{\mu}:=P_{\#} \mu$ be the push forward of $\mu$ under $P$ and let $\mu(d x \mid y)$ denote the conditional measure of $x$ given $P x=y$. Then by disintegration

$$
\begin{equation*}
\mu(d x)=\mu(d x \mid y) \bar{\mu}(d y) . \tag{8}
\end{equation*}
$$

This equation has to be understood in a weak sense i.e. for any test function $\xi$

$$
\int \xi d \mu=\int_{Y}\left(\int_{\{P x=y\}} \xi \mu(d x \mid y)\right) \bar{\mu}(d y) .
$$

By the Coarea Formula one can determine the density of $\bar{\mu}(d y)$ as

$$
\bar{\mu}(d y)=\exp (-N \bar{H}(y)) d y
$$

where the coarse-grained Hamiltonian $\bar{H}$ is given by

$$
\begin{equation*}
\bar{H}(y):=-\frac{1}{N} \log \int_{\{P x=y\}} \exp (-H(x)) \mathcal{H}(d x) \tag{9}
\end{equation*}
$$

The coarse-grained Hamiltonian $\bar{H}(y)$ represents the energy of a macroscopic profile $y$. Overall, we observe the system at two different scales:

- the microscopic scale $\mu(d x \mid y)$ considers all fluctuations of the system around a macroscopic profile $y \in Y$, and
- the macroscopic scale $\bar{\mu}(d y)$ considers the macroscopic profiles and neglects all fluctuations.

We want to apply the two-scale criterion for LSI (see [GOVW09, Theorem 3]) to derive the LSI for $\mu$. In our setting the two-scale criterion becomes

Theorem 2.1 (Two-scale criterion). Assume that the Hamiltonian $H$ is given by (2) and that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Assume that:
(i) There is $\varrho>0$ such that for all $N, m, s$, and $y \in Y$ the conditional measures $\mu(d x \mid y)$ satisfy LSI(@).
(ii) There is $\lambda>0$ such that for all $N, m$, and s the marginal $\bar{\mu}$ satisfies $\operatorname{LSI}(\lambda N)$.

Then $\mu$ satisfies LSI ( $\varrho$ ) with $\varrho$ independent of $N, m$, and $s$.
Remark. The two-scale criterion in [GOVW09] also contains an explicit representation of the LSI constant $\hat{\varrho}$ in terms of $\varrho, \lambda$, and a constant $\kappa$, which represents the strength of the coupling between the microscopic and macroscopic scale. However, for our purpose it is just important that $\varrho$ @ is independent of the system size $N$, the mean spin $m$, and the boundary data s.

Remark 2.2. In the introduction we mentioned the question of generalizing the main result (Theorem 1.4) to quartic Hamiltonians H i.e.

$$
H(x):=\sum_{i=1}^{N}\left(\frac{x_{i}^{4}}{4}+\delta \psi_{i}\left(x_{i}\right)\right)+\frac{1}{2} \sum_{i, j=1}^{N} m_{i j} x_{i} x_{j}+\sum_{i=1}^{N} s_{i} x_{i},
$$

where the functions $\delta \psi_{i}\left(x_{i}\right): \mathbb{R} \rightarrow \mathbb{R}$ satisfy the uniform bound

$$
\sup _{x \in \mathbb{R}}\left|\delta \psi_{i}^{\prime \prime}(x)\right| \leq c_{1}<\infty .
$$

Our approach does not cover that case because Theorem 2.1 (or [GOVW09, Theorem 3]) cannot be applied to quartic Hamiltonians. The reason is that $\kappa=\infty$ in that case (see the last remark and [MO10a]). In [MO10a] this problem is avoided by an adaptation of the two-scale criterion [GOVW09, Theorem 3] to the quartic case. The adapted two-scale criterion is formulated only for coarsening of pairs and the main result of [MO10a] is established by an iteration of dyadic coarsening. This approach cannot be transferred to the interactive case directly, because the iteration is based on a product structure which is lost due to non-zero interaction.

The ingredients $(i)$ and (ii) of Theorem 2.1 are deduced in Section 2.2 and Section 2.3 respectively. Provided these ingredients are satisfied, the proof of the main result (see Theorem 1.4) is just an application of the two-scale criterion (see Theorem 2.1).

Proof of Theorem 1.4. We carry out the coarse-graining procedure with a large but fixed block size $K \geq K_{0}$, where $K_{0}$ is determined by Proposition 2.4 below. Note that $K_{0}$ is independent of the system size $N$, the mean spin $m$, and the boundary data $s$. The ingredients of the two-scale criterion of Theorem 2.1, namely the microscopic LSI and the macroscopic LSI, are verified by Proposition 2.3 and Corollary 2.5 respectively. Then Theorem 1.4 follows directly from an application of Theorem 2.1.

Now, we will discuss how the ingredients of Theorem 2.1 are verified. The microscopic LSI follows directly from an application of the Otto \& Reznikoff criterion for LSI (see Subsection 2.2). Difficulties arise deducing the macroscopic LSI (see Subsection 2.3). We follow the strategy of [GOVW09] and want to show that $\bar{H}$ is uniformly convex if the block size $K$ is large enough and the interaction $\varepsilon$ is small enough. The uniform convexity of $\bar{H}$ would yield the macroscopic LSI by the criterion of Bakry-Emery (see Theorem A.3). Due to the interaction between blocks we lose the product structure of $\bar{\mu}$ (cf. [GOVW09, (63) ]), that was crucial for the argument of [GOVW09]. As a consequence, the off-diagonal entries $h_{l n}, l \neq n$, of the Hessian of $\bar{H}$ become non trivial (see (16)). However, applying a new covariance estimate [MO10b] yields sufficient control of $h_{l n}$ in terms of $\varepsilon$ (see Subsection 2.3.2).

The main difficulty of the proof is encountered when checking the positivity of the diagonal elements $h_{l l}$ of the Hessian of $\bar{H}$. It is not possible to transfer the positivity of $h_{l l}$ from the case of $\varepsilon=0$ to the case of small $\varepsilon$ by a simple perturbation argument. The reason is that due to the loss of the product structure, $h_{l l}$ will depend on all spins of system. In the case $\varepsilon=0$ the diagonal elements $h_{l l}$ depend only on the spins of the $l$-th block, which has size $K$. Hence one could not choose $\varepsilon$ independent from the system size $N$ and the LSI constant would depend on $N$. We avoid this problem by conditioning on all spins except of a single block (see Subsection 2.3.3). This procedure artificially reduces the system size to the number $K$ and introduces new boundary data, which is expressed by an additional linear term in the Hamiltonian (cf. Remark 1.8). Independently, we observe that for $\varepsilon=0$ the positivity of $h_{l l}$ for large $K$ is untouched by a linear term (cf. Remark 3.3). Therefore we are able to apply a perturbation argument to transfer the positivity of $h_{l l}$ to small $\varepsilon$ depending only on $K$ and $c_{1}$ and not on the system size $N$ (see Lemma 2.11 and Lemma 2.12).

### 2.2 Microscopic LSI

In this subsection we will prove the following statement.
Proposition 2.3 (Microscopic LSI). Assume that the Hamiltonian H is given by (2) and that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Then there is $\varepsilon>0$ independent of $N, m, s$, and $y \in Y$ (depending only on the block size $K$ and $\left.c_{1}\right)$ such that:
If M satisfies $\operatorname{CS}(\varepsilon)$, then the conditional measures $\mu(d x \mid y)$ given by (8) satisfy LSI(@) with $\varrho>0$ independent of $N, m, s$ and $y$ (depending only on $K, c_{1}$, and $\varepsilon$ ).

Proof of Proposition 2.3. The statement follows from a direct application of the criterion for LSI of Otto \& Reznikoff (see Theorem A. 4 in the appendix or Theorem 1 in
[OR07]). We check the first requirement of Theorem A.4. Recall that for a given configuration $x \in \mathbb{R}^{N}$ the spins inside the block $B(l)$ are denoted by $x^{l}:=\left(x_{i}\right)_{i \in B(l)}$. For a fixed $y=\left(y_{1}, \ldots, y_{L}\right) \in Y$ we define

$$
X_{l}:=\left\{x^{l} \in \mathbb{R}^{B(l)} \left\lvert\, \frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right.\right\}, \quad l \in\{1, \ldots, L\} .
$$

Because of the block decomposition (5) we have

$$
\left\{x \in \mathbb{R}^{N} \mid P x=y\right\}=X_{1} \times \ldots \times X_{L}
$$

Hence we can decompose a configuration $x \in X$ as

$$
x=\left(x^{1}, \ldots, x^{L}\right) \quad \text { with } \quad x^{i} \in X_{i} .
$$

For convenience, the spins outside the block $B(l)$ are denoted by $\bar{x}^{l}:=\left(x_{i}\right)_{i \notin B(l)}$. Disintegration of the microscopic measure $\mu(d x \mid y)$ with respect to $x^{l}$ yields

$$
\mu(d x \mid y)=\mu\left(d x^{l} \mid \bar{x}^{l}, y\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right)
$$

where $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$ and $\bar{\mu}\left(d \bar{x}^{l} \mid y\right)$ denotes the conditional measure and the corresponding marginal respectively (cf. Figure 3 below). More precisely, we have for all test functions $\xi:\{P x=y\} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\int \xi(x) \mu(d x \mid y)=\iint \xi\left(x^{l}, \bar{x}^{l}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right) \tag{10}
\end{equation*}
$$

For the first requirement of Theorem A. 4 we have to show that on $X_{l}, 1 \leq l \leq L$, the conditional measures

$$
\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)
$$

satisfy the $\operatorname{LSI}(\tilde{\varrho})$ with constant $\tilde{\varrho}>0$ independent of $N, m, s, y, l$ and $\bar{x}^{l}$. For this purpose let us have a closer look at the Hamiltonian of the conditional measure $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$. For an arbitrary vector $s^{*} \in \mathbb{R}^{B(l)}$ we define the Hamiltonian $H\left(x^{l} \mid M, s^{*}\right)$ by

$$
H\left(x^{l} \mid M, s^{*}\right)=\sum_{i \in B(l)} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j \in B(l)} m_{i j} x_{i} x_{j}+\sum_{i \in B(l)} s_{i}^{*} x_{i} .
$$

The definition (2) of the Hamiltonian $H$ yields

$$
\begin{aligned}
H(x)= & \sum_{i=1}^{N} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j=1}^{N} m_{i j} x_{i} x_{j}+\sum_{i=1}^{N} s_{i} x_{i} \\
= & \sum_{i \in B(l)} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j \in B(l)} m_{i j} x_{i} x_{j}+\sum_{i \in B(l)}\left(s_{i}+\sum_{j \notin B(l)} m_{i j} x_{j}\right) x_{i} \\
& +\sum_{i \notin B(l)} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j \notin B(l)} m_{i j} x_{i} x_{j}+\sum_{i \notin B(l)} s_{i} x_{i} \\
= & H\left(x^{l} \mid M, s_{c}\right)+\sum_{i \notin B(l)} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j \notin B(l)} m_{i j} x_{i} x_{j}+\sum_{i \notin B(l)} s_{i} x_{i},
\end{aligned}
$$

where the vector $s_{c}=s_{c}\left(s, M, \bar{x}^{l}\right) \in \mathbb{R}^{B(l)}$ is defined by

$$
s_{c, i}:=s_{i}+\sum_{j \notin B(l)} m_{i j} x_{j} \quad \text { for } i \in B(l) .
$$

Because one can cancel all terms that are independent of $x^{l}=\left(x_{i}\right)_{i \in B(l)}$ with terms of the normalization constant $Z$, the effective Hamiltonian of the conditional measure $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$ is given by $H\left(x^{l} \mid M, s_{c}\right)$. More precisely,

$$
\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)=\frac{1}{Z} 1_{\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right\}} \exp \left(-H\left(x^{l} \mid M, s_{c}\right)\right) \mathcal{H}(d x)
$$

Note that the dependence of $H\left(x^{l} \mid M, s_{c}\right)$ on $y_{l}$ is hidden in the condition

$$
x^{l} \in X_{l}=\left\{x^{l} \in \mathbb{R}^{B(l)} \left\lvert\, \frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right.\right\}
$$

Using the assumption (1) on the single-site potentials $\psi_{i}$ we can rewrite $H\left(x^{l} \mid M, s_{c}\right)$ as

$$
H\left(x^{l} \mid M, s_{c}\right)=\underbrace{\sum_{i \in B(l)}\left[\frac{x_{i}^{2}}{2}+\left(s_{i}+\sum_{j \notin B(l)} m_{i j} x_{j}\right) x_{i}\right]+\frac{1}{2} \sum_{i, j \in B(l)} m_{i j} x_{i} x_{j}}_{=: H_{1}\left(x^{l} \mid M, s_{c}\right)}+\underbrace{\sum_{i \in B(l)} \delta \psi_{i}\left(x_{i}\right)}_{=: H_{2}\left(x^{l} \mid M, s_{c}\right)} .
$$

Using $\operatorname{CS}(\varepsilon)$ it follows that

$$
\sum_{i, j \in B(l)} m_{i j} x_{i} x_{j} \leq \varepsilon\left|x^{l}\right|^{2}
$$

Hence if $\varepsilon$ is small enough, then $H_{1}\left(x^{l} \mid M, s_{c}\right)$ is a uniformly strictly convex function with constant $\lambda \geq \frac{1}{4}$. By the assumption (1) on the functions $\delta \psi_{i}$ it follows that $H_{2}\left(x^{l} \mid M, s_{c}\right)$ is a bounded function satisfying

$$
\left|\sup _{x^{l} \in X_{l}} H_{2}\left(x^{l} \mid M, s_{c}\right)-\inf _{x^{l} \in X_{l}} H_{2}\left(x^{l} \mid M, s_{c}\right)\right| \leq K \max _{i \in\{1, \ldots, N\}}\left|\sup \delta \psi_{i}-\inf \delta \psi_{i}\right| \leq 2 K c_{1} .
$$

Therefore by a combination of the criterion of Bakry \& Emery (see Theorem A.3) and of the criterion of Holley \& Stroock (see Theorem A.2), the conditional measures $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$ satisfy a uniform LSI with constant

$$
\tilde{\varrho}=\exp \left(-2 K c_{1}\right) \frac{1}{4} .
$$

Note that $\tilde{\varrho}$ is independent of $N, m, s, y, l$ and $\bar{x}^{l}$ (depending only on the block size $K$ and the constant $c_{1}$ given by (1)).
Now, we verify the remaining ingredients of the criterion of Otto \& Reznikoff. For $n, m \in\{1, \ldots, L\}$ let $M_{n m}$ denote the $K \times K$ matrix

$$
M_{n m}=\left(m_{i j}\right)_{i \in B(n), j \in B(m)} .
$$

Let $\left\|M_{n m}\right\|$ be defined as the operator norm of $M_{n m}$ as a bilinear form i.e.

$$
\left\|M_{n m}\right\|=\max \left\{\left.\sum_{i \in B(n), j \in B(m)} \frac{x_{i} m_{i j} y_{j}}{|x||y|} \right\rvert\, x \in \mathbb{R}^{B(n)}, \tilde{y} \in \mathbb{R}^{B(m)}\right\} .
$$

Let the matrix $A=\left(a_{n m}\right)_{K \times K}$ be defined by the elements

$$
a_{n m}=\left\{\begin{array}{ll}
\tilde{\varrho}, & \text { if } \quad n=m,  \tag{11}\\
-\left\|M_{n m}\right\|, & \text { if } \quad n \neq m,
\end{array} \quad n, m \in\{1, \ldots, K\} .\right.
$$

We have to show that $A$ satisfies for some $\varrho>0$ independent of $N, m, s, y, l$ and $\bar{x}^{l}$

$$
A \geq \varrho \operatorname{Id}
$$

in the sense of quadratic forms. For the rest of the proof let $C<\infty$ denote a generic constant that depends only on $K$. Firstly, we will show that

$$
\begin{equation*}
\left(\left\|M_{n m}\right\|\right)_{L \times L} \leq C \varepsilon \text { Id } . \tag{12}
\end{equation*}
$$

in the sense of quadratic forms. Because of the equivalence of norms in a finite dimensional vector space we have for $n, m \in\{1, \ldots, L\}$

$$
\left\|M_{n m}\right\| \leq C \sum_{i \in B(n), j \in B(m)}\left|m_{i j}\right| .
$$

For any vector $x \in \mathbb{R}^{L}$ we have

$$
\begin{gathered}
\sum_{n, m=1}^{L} x_{n}\left\|M_{n m}\right\| x_{m} \leq C \sum_{n, m=1}^{L} \sum_{i \in B(n), j \in B(m)}\left|x_{n}\right|\left|m_{i j}\right|\left|x_{m}\right| \\
\quad \mathrm{CS}(\varepsilon) \\
\leq \varepsilon \sum_{n=1}^{L} x_{n}^{2}
\end{gathered}
$$

This inequality already yields (12). Because $\tilde{\varrho}$ depends only on the block size $K$ and $c_{1}$, we can choose $\varepsilon$ small independent of $N$ and $y$ such that

$$
\begin{align*}
A & =\tilde{\varrho} \operatorname{Id}-\left(\left\|M_{n m}\right\|\right)_{L \times L}+\operatorname{diag}\left(\left\|M_{11}\right\|, \ldots,\left\|M_{L L}\right\|\right) \\
& \geq \tilde{\varrho} \operatorname{Id}-\left(\left\|M_{n m}\right\|\right)_{L \times L} \\
& \geq(\tilde{\varrho}-C \varepsilon) \mathrm{Id} \\
& \geq \varrho \mathrm{Id}, \tag{13}
\end{align*}
$$

for some $\varrho>0$ depending only on $K, c_{1}$, and $\varepsilon$. Hence we can apply the criterion of Otto \& Reznikoff and get that the conditional measures $\mu(d x \mid y)$ satisfy $\operatorname{LSI}(\varrho)$ uniformly in $N, m, s$, and $y$, if the strength of interaction $\varepsilon$ is small enough.

### 2.3 Macroscopic LSI

In this section we will derive the macroscopic LSI. More precisely, we will prove that $\bar{H}$ becomes uniformly convex for large $K$ and small $\varepsilon$.

Proposition 2.4. Assume that the Hamiltonian $H$ is given by (2) and that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Let $\bar{H}$ denote the coarsegrained Hamiltonian defined by (9) and let $\operatorname{Hess}_{Y} \bar{H}$ denote the Hessian of $\bar{H}$ w.r.t. the Euclidean structure $\langle\cdot, \cdot\rangle_{Y}$ on $Y$ given by (6). Then there exists $K_{0} \in \mathbb{N}$ depending only on $c_{1}$ such that:
If the block size $K \geq K_{0}$ and the interaction matrix $M$ satisfies $\mathrm{CS}(\varepsilon)$, then there are constants $\lambda>0$ and $C<\infty$ independent of $N, m$, and $s$ (depending only on $K$ and $c_{1}$ ) such that for all $y \in Y$

$$
\operatorname{Hess}_{Y} \bar{H}(y) \geq(\lambda-C \varepsilon) \operatorname{Id}
$$

in the sense of quadratic forms.
By the definition (9) of $\bar{H}$ we have $\bar{\mu}(d y)=\exp (-N \bar{H}(y)) \mathcal{H}(d y)$. Hence the macroscopic LSI is a direct consequence of Proposition 2.4 and the criterion of Bakry \& Emery (see Theorem A.3), if we choose $\varepsilon$ small enough. More precisely, we have

Corollary 2.5 (Macroscopic LSI). Assume that the Hamiltonian $H$ is given by (2) and that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Choose a fixed block size $K \geq K_{0}$ where $K_{0}$ is given by Proposition 2.4. Consider the marginal $\bar{\mu}$ defined by (8). Then there exist $\varepsilon>0$ and $\lambda>0$ independent of $N$, $m$, and $s$ (depending only on $K$ and $c_{1}$ ) such that:
If the interaction matrix $M$ satisfies $\operatorname{CS}(\varepsilon)$, then $\bar{\mu}$ satisfies $L S I(\lambda N)$.
The proof of Proposition 2.4 consists of three steps. In the next subsection we will deduce a formula for the elements of $\operatorname{Hess}_{Y} \bar{H}$. In Subsection 2.3.2 we will show that the off-diagonal elements of $\operatorname{Hess}_{Y} \bar{H}$ are small in a certain sense (cf. Lemma 2.8). In Subsection 2.3 .3 we will show that the diagonal elements of $\operatorname{Hess}_{Y} \bar{H}$ are uniformly positive for large $K$ and small $\varepsilon$ (cf. Lemma 2.10).
Proof of Proposition 2.4. We decompose the $\operatorname{Hess}_{Y} \bar{H}(y)$ into its diagonal matrix and its remainder i.e.

$$
\begin{aligned}
\operatorname{Hess}_{Y} \bar{H}(y)= & \operatorname{diag}\left(\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{11}, \ldots,\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{L L}\right) \\
& +\left[\operatorname{Hess}_{Y} \bar{H}(y)-\operatorname{diag}\left(\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{11}, \ldots,\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{L L}\right)\right]
\end{aligned}
$$

Then a combination of Lemma 2.8 and Lemma 2.10 from below yields the statement.

### 2.3.1 Formula for the elements of the Hessian of $\bar{H}$

Before we derive the formula for the elements of the Hessian of $\bar{H}$, we will deduce an alternative representation of the coarse-grained Hamiltonian $\bar{H}$.

Lemma 2.6. Assume that the Hamiltonian $H$ and the coarse-grained Hamiltonian $\bar{H}$ are given by (2) and (9) respectively. For $x \in\{P x=0\}$ and $y \in Y$ let $H_{M}(x, y)$ be defined by

$$
H_{M}(x, y):=\frac{1}{2}\langle x,(\operatorname{Id}+M) x\rangle+\left\langle x, M N P^{*} y\right\rangle+\langle s, x\rangle+\sum_{i=1}^{N} \delta \psi_{i}\left(x_{i}+\left(N P^{*}\right)_{i}\right) .
$$

Then
$\bar{H}(y)=\frac{1}{2}\left\langle y,\left(\operatorname{Id}+P M N P^{*}\right) y\right\rangle_{Y}+\langle P s, y\rangle_{Y}-\frac{1}{N} \log \int_{\{P x=0\}} \exp \left(-H_{M}(x, y)\right) \mathcal{H}(d x)$,
where the scalar product $\langle\cdot, \cdot\rangle_{Y}$ is given by (6)

Proof of Lemma 2.6. Because Hamiltonian of our system is given by (2) it follows that

$$
\begin{aligned}
H\left(x+N P^{*} y\right)= & \frac{1}{2}\left\langle N P^{*} y,(\operatorname{Id}+M) N P^{*} y\right\rangle+\left\langle x,(\operatorname{Id}+M) N P^{*} y\right\rangle \\
& +\frac{1}{2}\langle x,(\operatorname{Id}+M) x\rangle+\langle s, x\rangle+\left\langle s, N P^{*} y\right\rangle+\sum_{i=1}^{N} \delta \psi_{i}\left(x_{i}+\left(N P^{*} y\right)_{i}\right) .
\end{aligned}
$$

Because $x \in \operatorname{ker} P$, we have $\left\langle x, N P^{*} y\right\rangle=0$. Additionally, note that

$$
\left\langle s, N P^{*} y\right\rangle=N\langle P s, y\rangle_{Y} .
$$

Hence the equality from above yields

$$
\begin{equation*}
H\left(x+N P^{*} y\right)=\frac{1}{2} N\left\langle y,\left(\operatorname{Id}+P M N P^{*}\right) y\right\rangle_{Y}+N\langle P s, y\rangle_{Y}+H_{M}(x, y), \tag{15}
\end{equation*}
$$

where we used the definition of $H_{M}(x, y)$ from above. Note that by (7) we have

$$
\begin{aligned}
\left\{x \in \mathbb{R}^{N} \mid P x=y\right\} & =\left\{x \in \mathbb{R}^{N} \mid P x=P N P^{*} y\right\} \\
& =\left\{x \in \mathbb{R}^{N} \mid P\left(x-N P^{*} y\right)=0\right\} .
\end{aligned}
$$

This identity yields by the translation $x \mapsto x-N P^{*} y$ that

$$
\begin{aligned}
\bar{H}(y) & \stackrel{(9)}{=}-\frac{1}{N} \log \int_{\{P x=y\}} \exp (-H(x)) \mathcal{H}(d x) \\
& =-\frac{1}{N} \log \int_{\{P x=0\}} \exp \left(-H\left(x+N P^{*} y\right)\right) \mathcal{H}(d x) .
\end{aligned}
$$

Applying the representation of $H\left(x+N P^{*} y\right)$ from above implies (14).
From now on we will use the standard notation that for a probability measure $\nu$

$$
\operatorname{cov}_{\nu}(f, g):=\int\left(f-\int f d \nu\right)\left(g-\int g d \nu\right) \quad \text { and } \quad \operatorname{var}_{\nu}(f) \quad:=\operatorname{cov}_{\nu}(f, f)
$$

The following representation of the Hessian of $\bar{H}$ follows from differentiation of (14).
Lemma 2.7. Assume that the Hamiltonian $H$ and the coarse-grained Hamiltonian $\bar{H}$ are given by (2) and (9) respectively. Recall that the conditional measures $\mu(d x \mid y)$ are defined by (8). For $1 \leq l, n \leq L$ we have

$$
\begin{gather*}
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l n}=\delta_{l n}+\delta_{l n} \frac{1}{K} \int \sum_{i \in B(l)} \delta \psi_{i}^{\prime \prime}\left(x_{i}\right) \mu(d x \mid y)+\frac{1}{K} \sum_{i \in B(l), j \in B(n)} m_{i j} \\
-  \tag{16}\\
-\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right), \sum_{j \in B(n)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right) .
\end{gather*}
$$

Proof of Lemma 2.7. Let $\bar{\nabla}$ denote the gradient w.r.t. to the scalar product $\langle\cdot, \cdot\rangle_{Y}$ given by (6) and let $\nabla$ denote the gradient w.r.t. the standard scalar product $\langle\cdot, \cdot\rangle$. Then we have $\bar{\nabla}=L \nabla$. Differentiation of (14) yields

$$
\bar{\nabla} \bar{H}(y)=L \nabla \bar{H}(y)=\left(\operatorname{Id}+P M N P^{*}\right) y+P s+\frac{1}{K} \int \nabla H_{M}(x, y) \mu_{M}(d x)
$$

where $\mu_{M}$ denotes the probability measure associated to $H_{M}$, namely

$$
\mu_{M}(d x):=Z^{-1} \delta(P x=0) \exp \left(-H_{M}(x, y)\right) \mathcal{H}(d x)
$$

A second differentiation yields that for $1 \leq l, n \leq L$

$$
\begin{align*}
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l n}= & L \frac{d^{2}}{d y_{l} d y_{n}} \bar{H}(y) \\
= & \delta_{l n}+\left(P M N P^{*}\right)_{l n}+\frac{1}{K} \int \frac{d^{2}}{d y_{l} d y_{n}} H_{M}(x, y) \mu_{M}(d x) \\
& -\frac{1}{K} \operatorname{cov}_{\mu_{M}}\left(\frac{d}{d y_{l}} H_{M}, \frac{d}{d y_{n}} H_{M}\right) . \tag{17}
\end{align*}
$$

Let us consider each term successively. Note that

$$
\left(P M N P^{*}\right)_{l n}=\frac{1}{K} \sum_{i \in B(l), j \in B(n)} m_{i j}
$$

For the next term we get by differentiation that

$$
\frac{d}{d y_{l}} H_{M}(x, y)=\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}+\left(N P^{*} y\right)_{j}\right)
$$

Another differentiation combined with the fact

$$
j \in B(n) \quad \Rightarrow \quad\left(N P^{*} y\right)_{j}=y_{n}
$$

yields that

$$
\frac{d^{2}}{d y_{n} d y_{l}} H_{M}(x, y)=\delta_{l n} \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+\left(N P^{*} y\right)_{j}\right)
$$

Because adding constants does not change covariances, we can write the fourth term as

$$
\begin{aligned}
& \operatorname{cov}_{\mu_{M}}\left(\frac{d}{d y_{l}} H_{M}, \frac{d}{d y_{n}} H_{M}\right) \\
= & \operatorname{cov}_{\mu_{M}}\left(\frac{d}{d y_{l}} H_{M}+\sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j}\left(N P^{*} y\right)_{i}, \frac{d}{d y_{n}} H_{M}+\sum_{j \in B(n)} \sum_{i=1}^{N} m_{i j}\left(N P^{*} y\right)_{i}\right) .
\end{aligned}
$$

Applying these identities to (17) yields

$$
\begin{gathered}
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l n}=\delta_{l n}+\frac{1}{K} \sum_{i \in B(l), j \in B(n)} m_{i j}+\frac{1}{K} \delta_{l n} \int \sum_{i \in B(l)} \delta \psi_{i}^{\prime \prime}\left(\left(x+N P^{*} y\right)_{i}\right) \mu_{M}(d x) \\
-\frac{1}{K} \operatorname{cov}_{\mu_{M}(d x)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j}\left(x+N P^{*} y\right)_{i}\right)+\delta \psi_{j}^{\prime}\left(\left(x+N P^{*} y\right)_{j}\right),\right. \\
\left.\sum_{j \in B(n)}\left(\sum_{i=1}^{N} m_{i j}\left(x+N P^{*} y\right)_{i}\right)+\delta \psi_{j}^{\prime}\left(\left(x+N P^{*} y\right)_{j}\right)\right) .
\end{gathered}
$$

This identity already yields (16) by the translation $x \mapsto x+N P^{*} y$. More precisely, we apply the fact that for any measurable function $\xi$

$$
\begin{aligned}
& \int \xi\left(x+N P^{*} y\right) \mu_{M}(d x) \\
& \quad=\frac{\int_{\{P x=0\}} \xi\left(x+N P^{*} y\right) \exp \left(-H_{M}(x, y)\right) \mathcal{H}(d x)}{\int_{\{P x=0\}} \exp \left(-H_{M}(x, y)\right) \mathcal{H}(d x)} \\
& \stackrel{(15)}{=} \frac{\int_{\left\{P\left(x+N P^{*} y\right)=P N P^{*} y\right\}} \xi\left(x+N P^{*} y\right) \exp \left(-H\left(x+N P^{*} y\right)\right) \mathcal{H}(d x)}{\int_{\left\{P\left(x+N P^{*} y\right)=P N P^{*} y\right\}} \exp \left(-H\left(x+N P^{*} y\right)\right) \mathcal{H}(d x)} \\
& \stackrel{(7)}{=} \frac{\int_{\{P x=y\}} \xi(x) \exp (-H(x)) \mathcal{H}(d x)}{\int_{\{P x=y\}} \exp (-H(x)) \mathcal{H}(d x)} \\
& \quad=\int \xi(x) \mu(d x \mid y),
\end{aligned}
$$

where we canceled in the second step the term

$$
\exp \left(-\frac{1}{2} N\left\langle y,\left(\operatorname{Id}+P M N P^{*}\right) y\right\rangle_{Y}-N\langle P s, y\rangle_{Y}\right)
$$

with the denominator.

### 2.3.2 Estimation of the off-diagonal elements of the Hessian of $\bar{H}$

In this section we will show, that the off-diagonal elements of the Hessian of $\bar{H}$ are controlled by $\varepsilon$. Explicitly, we will prove the following statement.

Lemma 2.8. Assume that the Hamiltonian $H$ and the coarse-grained Hamiltonian $\bar{H}$ are given by (2) and (9) respectively. Additionally, assume that the single-site potentials
$\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$.
If the interaction matrix $M$ satisfies $C S(\varepsilon)$, then there is a constant $0 \leq C<\infty$ independent of $N$, $m$, and $s$ (depending only on the block size $K$ and $c_{1}$ ) such that

$$
\operatorname{Hess}_{Y} \bar{H}(y)-\operatorname{diag}\left(\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{11}, \ldots,\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{L L}\right) \geq-C \varepsilon \operatorname{Id} .
$$

This lemma is not obvious. Considering (16) one has to estimate for example the covariance

$$
\operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right), \sum_{j \in B(n)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right) \quad \text { for } 1 \leq l \neq n \leq L .
$$

It is not clear how to exploit the control $\operatorname{CS}(\varepsilon)$ on this term. The key observation is that the first function depends only on spins of the block $B(l)$, whereas the second function depends only on spins of block $B(n)$. One hopes that the covariance is decaying in the distance of the blocks, if $\varepsilon$ is small enough. For this purpose we apply the covariance estimate [MO10b, Theorem 1], which connects the smallness condition $\operatorname{CS}(\varepsilon)$ to decay of covariances. For convenience, we state [MO10b, Theorem 1] as the next theorem.

Theorem 2.9 (Covariance estimate of [MO10b]). Let $d \mu:=\frac{1}{Z} \exp (-H(x)) d x$ be a probability measure on a direct product of Euclidean spaces $X=X_{1} \times \cdots \times X_{L}$. We assume that

- the conditional measures $\mu\left(d x^{l} \mid x^{n} \in X_{n} n \neq l\right)$ on $X_{l}, l \in\{1, \ldots, L\}$, satisfy a uniform $S G(\varrho)$ ) (see Definition A.5).
- the numbers $\kappa_{l n}$ satisfy

$$
\kappa_{l n}:=\max _{x}\left|\nabla_{l} \nabla_{n} H(x)\right| \leq C<\infty
$$

uniformly in $1 \leq l \neq n \leq L$; here $|\cdot|$ denotes the operator norm of a bilinear form.

- the matrix $A=\left(a_{i j}\right)_{L \times L}$ defined by

$$
a_{i j}= \begin{cases}\varrho_{i} & \text { if } i=j, \\ -\kappa_{i j} & \text { else }\end{cases}
$$

is strictly positive definite.
Then for any function $f$ and $g$

$$
\operatorname{cov}_{\mu}(f, g) \leq \sum_{l, n=1}^{L} A_{l n}^{-1}\left(\int\left|\nabla_{l} f\right|^{2} d \mu\right)^{\frac{1}{2}}\left(\int\left|\nabla_{n} g\right|^{2} d \mu\right)^{\frac{1}{2}}
$$

Now, we can proceed to the proof of Lemma 2.8.
Proof of Lemma 2.8. Because of (16) we can write

$$
\operatorname{Hess}_{Y} \bar{H}(y)-\operatorname{diag}\left(\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{11}, \ldots,\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{L L}\right)=W_{1}+W_{2},
$$

where the matrix $W_{1}$ is given by

$$
\left(W_{1}\right)_{l n}= \begin{cases}\frac{1}{K} \sum_{i \in B(l), j \in B(n)} m_{i j}, & \text { if } 1 \leq n \neq l \leq L, \\ 0, & \text { if } l=n,\end{cases}
$$

and the elements of the matrix $W_{2}$ are defined for $1 \leq n \neq l \leq L$ by
$\left(W_{2}\right)_{l n}=-\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right), \sum_{j \in B(n)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right)$
and for $l=n$ by
$\left(W_{2}\right)_{l n}=0$.
Firstly, we will estimate $W_{1}$. Using $\operatorname{CS}(\varepsilon)$ we have for any vector $x \in \mathbb{R}^{L}$

$$
\begin{aligned}
\sum_{l, n=1}^{L} x_{l}\left(W_{1}\right)_{l n} x_{n} & \geq-\frac{1}{K} \sum_{l, n=1}^{L}\left|x_{l}\right|\left|x_{n}\right| \sum_{i \in B(l), j \in B(n)}\left|m_{i j}\right| \\
& \geq-\varepsilon \sum_{l=1}^{L} x_{l}^{2} .
\end{aligned}
$$

The last estimate shows that

$$
W_{1} \geq-\varepsilon \mathrm{Id}
$$

in the sense of quadratic forms. The estimation of $W_{2}$ is a little bit more subtle. By bilinearity of the covariance the matrix $W_{2}$ can be rewritten as

$$
W_{2}=W_{3}+W_{4}+W_{5}+W_{6},
$$

where the elements of the matrices $W_{1}, \ldots, W_{6}$ are defined for $1 \leq l \leq L$ by

$$
\left(W_{3}\right)_{l l}=0 \quad\left(W_{4}\right)_{l l}=0 \quad\left(W_{5}\right)_{l l}=0 \quad\left(W_{6}\right)_{l l}=0
$$

and for $1 \leq l \neq n \leq L$ by

$$
\begin{aligned}
& \left(W_{3}\right)_{l n}=-\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right), \sum_{j \in B(n)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)\right) \\
& \left(W_{4}\right)_{l n}=-\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right), \sum_{j \in B(n)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right) \\
& \left(W_{5}\right)_{l n}=-\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right), \sum_{j \in B(n)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right) \\
& \left(W_{6}\right)_{l n}=-\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right), \sum_{j \in B(n)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)\right) .
\end{aligned}
$$

The main tool for the estimation of $W_{3}, \ldots, W_{6}$ is the covariance estimate of Theorem 2.9. We estimate each matrix separately and start with $W_{3}$. Because the $\operatorname{LSI}(\varrho)$ implies the $\mathrm{SG}(\varrho)$ (cf. Lemma A.6), the hypotheses of the criterion of Otto \& Reznikoff (cf. Theorem A.4) are stronger than the hypotheses of Theorem 2.9. In the proof of Proposition 2.3 we applied Theorem A. 4 to the measure $\mu(d x \mid y)$. Hence we can apply Theorem 2.9 to the measure $\mu(d x \mid y)$ and get for $1 \leq l \neq n \leq L$ the estimate

$$
\begin{aligned}
-\left(W_{3}\right)_{l n} & =\frac{1}{K} \operatorname{cov}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right), \sum_{j \in B(n)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)\right) \\
& \leq \sum_{s_{1}, s_{2}=1}^{L}\left(A^{-1}\right)_{s_{1} s_{2}}\left(\sum_{i \in B(l), j \in B\left(s_{1}\right)} m_{i j}^{2}\right)^{\frac{1}{2}}\left(\sum_{i \in B(n), j \in B\left(s_{2}\right)} m_{i j}^{2}\right)^{\frac{1}{2}},
\end{aligned}
$$

where the matrix $A$ is defined as in (11). By equivalence of norms in finite dimensional vector spaces we get from the last estimate that

$$
-\left(W_{3}\right)_{l n} \leq C \sum_{s_{1}, s_{2}=1}^{L}\left\|M_{l s_{1}}\right\|\left(A^{-1}\right)_{s_{1} s_{2}}\left\|M_{s_{2} n}\right\| .
$$

Here and later on in this proof $0<C<\infty$ denotes a generic constant depending only on $K$ and $c_{1}$. Before we can continue the estimation of $W_{3}, \ldots, W_{6}$ we need some basic estimates for $A$. Using the Neumann representation of $A^{-1}$ one sees that

$$
\begin{equation*}
\operatorname{diag}\left(\left(A^{-1}\right)_{11}, \ldots,\left(A^{-1}\right)_{L L}\right) \geq \frac{1}{\tilde{\varrho}} \operatorname{Id} \tag{18}
\end{equation*}
$$

in the sense of quadratic forms. Because for sufficiently small $\varepsilon$ (cf. (13))

$$
A \geq \tilde{\varrho} \operatorname{Id}-\left(\left\|M_{l n}\right\|\right)_{L \times L}>0,
$$

it follows that

$$
\begin{equation*}
A^{-1} \leq\left(\tilde{\varrho} \operatorname{Id}-\left(\left\|M_{l n}\right\|\right)_{L \times L}\right)^{-1}=\frac{1}{\tilde{\varrho}} \sum_{k=0}^{\infty}\left(\frac{\left(\left\|M_{l n}\right\|\right)_{L \times L}}{\tilde{\varrho}}\right)^{k} . \tag{19}
\end{equation*}
$$

A combination of (18), (19) and (12) yields

$$
\begin{align*}
A^{-1}-\operatorname{diag}\left(\left(A^{-1}\right)_{11}, \ldots,\left(A^{-1}\right)_{L L}\right) & \leq \frac{1}{\tilde{\varrho}} \sum_{k=1}^{\infty}\left(\frac{\left(\left\|M_{l n}\right\|\right)_{L \times L}}{\underline{\varrho}}\right)^{k} \\
& \operatorname{CS}(\varepsilon)  \tag{20}\\
& \leq \frac{1}{\tilde{\varrho}} \frac{\varepsilon}{\tilde{\varrho}-\varepsilon} \mathrm{Id}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\left\|M_{s_{1} s_{2}}\right\|\right)_{L \times L} A^{-1}\left(\left\|M_{s_{1} s_{2}}\right\|\right)_{L \times L} \leq \frac{1}{\tilde{\varrho}} \sum_{k=2}^{\infty}\left(\frac{\left(\left\|M_{l n}\right\|\right)_{L \times L}}{\tilde{\varrho}}\right)^{k} \leq \frac{1}{\tilde{\varrho}} \frac{\varepsilon^{2}}{\tilde{\varrho}-\varepsilon} \text { Id . } \tag{21}
\end{equation*}
$$

Now, we turn back to the estimation of $W_{3}$. It follows from (21) that

$$
-W_{3} \leq\left(\left\|M_{s_{1} s_{2}}\right\|\right)_{L \times L} A^{-1}\left(\left\|M_{s_{1} s_{2}}\right\|\right)_{L \times L} \leq C \varepsilon
$$

for a generic constant $C<\infty$ that depends only on $K$ and $c_{1}$.
Let us turn to the estimation of $W_{4}$. By an application of Theorem 2.9 we have for $1 \leq l \neq n \leq L$

$$
\begin{aligned}
-\left(W_{4}\right)_{l n} & \leq\left(A^{-1}\right)_{l n} \max _{i \in\{1, \ldots, N\}} \max _{x \in \mathbb{R}}\left|\delta \psi_{i}^{\prime \prime}(x)\right|^{2} \\
& \leq C\left(A^{-1}\right)_{l n} .
\end{aligned}
$$

Hence (20) yields

$$
-W_{4} \leq A^{-1}-\operatorname{diag}\left(\left(A^{-1}\right)_{11}, \ldots,\left(A^{-1}\right)_{L L}\right) \leq C \varepsilon
$$

With an argument of the same type one can also estimate the matrices $W_{5}$ and $W_{6}$ as

$$
-W_{5}-W_{6} \leq C \varepsilon
$$

which together with the estimates of $W_{3}$ and $W_{4}$ yields

$$
-W_{2} \leq C \varepsilon
$$

### 2.3.3 Estimation of the diagonal elements of the Hessian of $\bar{H}$

In this section we will deduce the strict positivity of the diagonal elements of the Hessian of $\bar{H}$ for sufficiently large block sizes $K$ and sufficiently small interaction $\varepsilon$. More precisely, we will show the following statement.

Lemma 2.10. Assume that the Hamiltonian $H$ and the coarse-grained Hamiltonian $\bar{H}$ are given by (2) and (9) respectively. Additionally, assume that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Then there exist $K_{0} \in \mathbb{N}$ depending only on $c_{1}$ such that:
If the block size $K \geq K_{0}$ and the interaction matrix $M$ satisfies $\operatorname{CS}(\varepsilon)$, then there are constants $\lambda>0$ and $C<\infty$ independent of $N, m$, and $s$ (depending only on $K$ and $c_{1}$ ) such that for all $1 \leq l \leq L$ and $y \in Y$

$$
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l l} \geq \lambda-C \varepsilon .
$$

Therefore it holds

$$
\operatorname{diag}\left(\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{11}, \ldots,\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{L L}\right) \geq(\lambda-C \varepsilon) \operatorname{Id}
$$

in the sense of quadratic forms.
For the proof of Lemma 2.10 we use a conditioning technique, which allows to apply a perturbation argument for small $\varepsilon$ independent of $N, m$, and $s$. Let us consider an arbitrary but fixed block $B(l), 1 \leq l \leq L$. Recall that for a given configuration $x \in \mathbb{R}^{N}$ the spins inside the block $B(l)$ are denoted by $x^{l}:=\left(x_{i}\right)_{i \in B(l)}$ and the spins outside the block $B(l)$ are denoted by $\bar{x}^{l}:=\left(x_{i}\right)_{i \notin B(l)}$ (cf. Figure 3). As in the proof of Proposition 2.3 disintegration of the microscopic measure $\mu(d x \mid y)$ with respect to $x^{l}$ yields

$$
\mu(d x \mid y)=\mu\left(d x^{l} \mid \bar{x}^{l}, y\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right),
$$

where $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$ and $\bar{\mu}\left(d \bar{x}^{l} \mid y\right)$ denotes the conditional measure and the corresponding marginal respectively (cf. (10)). In the proof of Proposition 2.3 we have shown that the conditional measures $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$ are given by

$$
\begin{equation*}
\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)=\frac{1}{Z} 1_{\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right\}} \exp \left(-H\left(x^{l} \mid M, s_{c}\right)\right) \mathcal{H}(d x), \tag{22}
\end{equation*}
$$



Figure 3: Conditioning on spins outside of the block $B(l)$
where the $s_{c}$ and $H\left(x^{l} \mid M, s_{c}\right)$ are defined by

$$
\begin{equation*}
s_{c, i}:=s_{i}+\sum_{j \notin B(l)} m_{i j} x_{j} \quad \text { for } i \in B(l) \tag{23}
\end{equation*}
$$

and by

$$
\begin{equation*}
H\left(x^{l} \mid M, s^{*}\right):=\sum_{i \in B(l)} \psi_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{i, j \in B(l)} m_{i j} x_{i} x_{j}+\sum_{i \in B(l)} s_{i}^{*} x_{i} \tag{24}
\end{equation*}
$$

for an arbitrary vector $s^{*} \in \mathbb{R}^{B(l)}$. We introduce the coarse-grained Hamiltonian of $H\left(x^{l} \mid M, s^{*}\right)$ as usual i.e. for $y_{l} \in \mathbb{R}$

$$
\begin{equation*}
\bar{H}\left(y_{l} \mid M, s^{*}\right):=-\frac{1}{K} \log \int_{\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right\}} \exp \left(-H\left(x^{l} \mid M, s^{*}\right)\right) \mathcal{H}\left(d x^{l}\right) . \tag{25}
\end{equation*}
$$

The next lemma shows that uniform positivity of

$$
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s^{*}\right)
$$

yields uniform positivity of $\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l l}$ for small $\varepsilon$. This observation is one of the main insights in order to apply a perturbation argument for small $\varepsilon$ independent of the system size $N$. The advantage of $\bar{H}\left(y_{l} \mid M, s^{*}\right)$ over $\bar{H}(y)$ is that in (25) one integrates only over sites of the block $B(l)$, whereas in the definition (9) of the coarse-grained Hamiltonian $\bar{H}(y)$ one integrates over all sites of the spin system.
Lemma 2.11. Assume that the Hamiltonian $H$ and the coarse-grained Hamiltonian $\bar{H}$ are given by (2) and (9) respectively. Additionally, assume that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. The vector $s_{c}$ and the Hamiltonian $H\left(x^{l} \mid M, s_{c}\right)$ are given by (23) and (24) respectively. Then:
If the interaction matrix $M$ satisfies $C S(\varepsilon)$, then for all $1 \leq l \leq L$ and $y \in Y$

$$
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l l} \geq \int \frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s_{c}\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right)-C \varepsilon
$$

where the constant $C<\infty$ is independent of $N$, $m$, and $s$ (depending only on the block size $K$ and $c_{1}$ ).
The proof of Lemma 2.11 consists of two steps. In the first step we show that the disintegration (10) yields the identity

$$
\begin{align*}
& \left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l l}=\int \frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s_{c}\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right) \\
& \quad-\frac{1}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) . \tag{26}
\end{align*}
$$

In the second step we show that the variance term on the right hand side can be estimated by using the covariance estimate of Theorem 2.9 as

$$
\begin{equation*}
\frac{1}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) \leq C \varepsilon \tag{27}
\end{equation*}
$$

We will state the full proof of Lemma 2.11 in the next subsection. The next lemma provides the last remaining ingredient of the proof of Lemma 2.10 which is the uniform positivity of $\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s^{*}\right)$.
Lemma 2.12. Assume that the single-site potentials $\psi_{i}$ satisfy (1) with a constant $c_{1}<$ $\infty$ independent of the system size $N \in \mathbb{N}$, the mean spin $m \in \mathbb{R}$, and the boundary data $s \in \mathbb{R}^{N}$. Then there is $K_{0} \in \mathbb{N}$ such that:
If the block size $K \geq K_{0}$ and the interaction matrix $M$ satisfies $\operatorname{CS}(\varepsilon)$, then there are constants $\lambda>0$ and $C<\infty$ independent of $N, m$, and $s$ (depending only on $K$ and $c_{1}$ ) such that for all $1 \leq l \leq L, y_{l} \in \mathbb{R}$, and $s^{*} \in \mathbb{R}^{B(l)}$

$$
\begin{equation*}
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s^{*}\right) \geq \lambda-C \varepsilon . \tag{28}
\end{equation*}
$$

Let us explain the main idea of the proof of Lemma 2.12. If the block size $K$ is large enough, the generalized local Cramér theorem (cf. Corollary 3.2 and Remark 3.3) yields

$$
\begin{equation*}
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid 0, \tilde{s}\right) \geq \lambda>0 \tag{29}
\end{equation*}
$$

for all $y_{l} \in \mathbb{R}$ and $\tilde{s} \in \mathbb{R}^{B(l)}$. The strategy is to derive (28) from (29) by a perturbation argument. More precisely, we will show that for a clever choice of $\tilde{s}=\tilde{s}\left(s^{*}\right) \in \mathbb{R}^{B(l)}$

$$
\begin{equation*}
\left|\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s^{*}\right)-\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid 0, \tilde{s}\right)\right| \leq C \varepsilon, \tag{30}
\end{equation*}
$$

for all $y_{l}$ and $s^{*}$. The constant $C<\infty$ just depends on $K$ and $c_{1}$. For the proof of Lemma 2.10 it is crucial that the last inequality holds uniformly in $s^{*} \in \mathbb{R}^{B(l)}$. Because we consider unbounded spins with quadratic interaction, the latter is a difficult task and leads to the specific choice of $\tilde{s}=\tilde{s}\left(s^{*}\right)$ given by (41). It would be a lot easier to derive (30) for bounded spin-values with finite-range interaction. In this case one could also deduce the estimate (30) for the choice $\tilde{s}=0$. Then the standard version of the local Cramér theorem [GOVW09, Proposition 31] would be sufficient for the perturbation argument at least for homogeneous single-site potentials $\psi_{i}=\psi$. The reason is that [GOVW09, Proposition 31] already yields

$$
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid 0,0\right) \geq \lambda>0
$$

in this case. We will state the full proof of Lemma 2.12 in the next subsection.

Proof of Lemma 2.10. The desired statement follows directly from a combination of Lemma 2.11 and Lemma 2.12.

## Proof of auxiliary results

Proof of Lemma 2.11. Let us deduce the identity (26). Recall that by Lemma 2.7 we have

$$
\begin{aligned}
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l l}=1 & +\frac{1}{K} \sum_{i, j \in B(l)} m_{i j}+\frac{1}{K} \int \sum_{j \in B(l)} \delta \psi_{j}\left(x_{j}\right)^{\prime \prime} \mu(d x \mid y) \\
& -\frac{1}{K} \operatorname{var}_{\mu(d x \mid y)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right) .
\end{aligned}
$$

Applying the disintegration rule (10) to variances yields that for an arbitrary function $f(x)=f\left(x^{l}, \bar{x}^{l}\right)$

$$
\begin{aligned}
& \operatorname{var}_{\mu(d x \mid y)}(f(x)) \\
& \quad=\int \operatorname{var}_{\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}\left(f\left(x^{l}, \bar{x}^{l}\right)\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right)+\operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int f\left(x^{l}, \bar{x}^{l}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) .
\end{aligned}
$$

An application of the last identity to

$$
f(x)=\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)
$$

and the disintegration rule (10) yield the identity

$$
\begin{aligned}
\left(\operatorname{Hess}_{Y} \bar{H}(y)\right)_{l l}=\int & {\left[\int\left(1+\frac{1}{K} \sum_{i, j \in B(l)} m_{i j}+\frac{1}{K} \int \sum_{j \in B(l)} \delta \psi_{j}\left(x_{j}\right)^{\prime \prime}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right.} \\
& \left.-\frac{1}{K} \operatorname{var}_{\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right)\right] \bar{\mu}\left(d \bar{x}^{l} \mid y\right) \\
& -\frac{1}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) .
\end{aligned}
$$

Note that the Hamiltonian $H\left(x^{l} \mid M, s^{*}\right)$ defined by (24) has the same structure as the Hamiltonian $H(x)$ given by (2). Therefore an application of Lemma 2.7 yields that

$$
\begin{align*}
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s_{c}\right)= & 1+\frac{1}{K} \sum_{i, j \in B(l)} m_{i j}+\frac{1}{K} \int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right) \\
& -\frac{1}{K} \operatorname{var}_{\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}\left(\sum_{j \in B(l)}\left(\sum_{i \in B(l)} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right) \\
= & 1+\frac{1}{K} \sum_{i, j \in B(l)} m_{i j}+\frac{1}{K} \int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right) \\
& -\frac{1}{K} \operatorname{var}_{\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}\left(\sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right), \tag{31}
\end{align*}
$$

where we applied in the second step the fact that adding constants does not change the variance. Finally, the desired identity (26) follows from the last two equations.
It remains to derive the estimate (27) of the variance term of the right hand side of (26). By Young's inequality

$$
\begin{align*}
& \frac{1}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)}\left(\sum_{i=1}^{N} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) \\
& \leq \frac{2}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) \\
& \quad+\frac{2}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) . \tag{32}
\end{align*}
$$

Let us consider the first term of the right hand side of (32). By the disintegration rule (10) we have for any function $\xi\left(\bar{x}^{l}\right)$

$$
\begin{aligned}
\int \xi\left(\bar{x}^{l}\right) \bar{\mu}\left(d \bar{x}^{l} \mid y\right) & =\int \xi\left(\bar{x}^{l}\right) \underbrace{\int 1 \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}_{=1} \bar{\mu}\left(d \bar{x}^{l} \mid y\right) \\
& =\int \xi\left(\bar{x}^{l}\right) \mu(d x \mid y)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \frac{2}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) \\
& \quad=\frac{2}{K} \operatorname{var}_{\mu(d x \mid y)}\left(\int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right)
\end{aligned}
$$

Therefore an application of the covariance estimate of Theorem 2.9 (cf. proof of Lemma 2.8) yields

$$
\begin{align*}
& \frac{2}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) \\
& \quad \leq \frac{2}{\varrho K} \sum_{s_{1}, s_{2}=1}^{L}\left(A^{-1}\right)_{s_{1} s_{2}}\left(\int \sum_{k \in B\left(s_{1}\right)}\left|\frac{d}{d x_{k}} \int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right|^{2} \bar{\mu}\left(d \bar{x}^{l} \mid y\right)\right)^{\frac{1}{2}} \\
& \quad \times\left(\int \sum_{k \in B\left(s_{2}\right)}\left|\frac{d}{d x_{k}} \int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right|^{2} \bar{\mu}\left(d \bar{x}^{l} \mid y\right)\right)^{\frac{1}{2}} \tag{33}
\end{align*}
$$

It follows from the definition $x^{l}=\left(x_{k}\right)_{k \in B(l)}$ that for $k \in B(l)$

$$
\begin{equation*}
\frac{d}{d x_{k}}\left(\int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right)=0 \tag{34}
\end{equation*}
$$

Using the definition (24) of $H\left(x^{l} \mid M, s_{c}\right)$ we see by direct calculation that for $k \notin B(l)$

$$
\begin{aligned}
& \left\lvert\, \frac{d}{d x_{k}}\right. \\
& =\left|\sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right| \\
& \quad=\left|\sum_{j \in B(l)} m_{k j}-\operatorname{cov}_{\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}\left(\sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \frac{d}{d x_{k}} H\left(x^{l} \mid M, s_{c}\right)\right)\right| \\
& \quad \leq \sum_{j \in B(l)}\left|m_{k j}\right|+\left|\operatorname{cov}_{\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)}\left(\sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i}, \sum_{s \in B(l)} m_{k s} x_{s}\right)\right|
\end{aligned}
$$

From now on, let $C<\infty$ denote a generic constant depending only on $K$ and $c_{1}$. Because $\mu\left(d x^{l} \mid \bar{x}^{l}, y\right)$ satisfies $\operatorname{LSI}(\tilde{\varrho})$ with $\tilde{\varrho}>0$ depending only on $K$ and $c_{1}$ (cf. proof of Proposition 2.3), an application of Lemma A. 6 yields

$$
\begin{align*}
& \left|\frac{d}{d x_{k}} \int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right| \\
& \quad \leq C\left(\sum_{j \in B(l)} m_{k j}^{2}\right)^{\frac{1}{2}}+\frac{1}{\tilde{\varrho}} \underbrace{}_{\substack{\left(\sum_{i, j \in B(l)} \\
\\
m_{i j}^{2}\right)^{\frac{1}{2}}}}\left(\sum_{j \in B(l)} m_{k j}^{2}\right)^{\frac{1}{2}} \\
& \quad \begin{array}{c}
\mathrm{CS}(\varepsilon) \\
\leq
\end{array}\left(C+\frac{C}{\tilde{\varrho}} \varepsilon\right)\left(\sum_{j \in B(l)} m_{k j}^{2}\right)^{\frac{1}{2}} . \tag{35}
\end{align*}
$$

A combination of the estimates (33), (34) and (35) yields the estimate of the first term on the right hand side of (32). More precisely,

$$
\begin{aligned}
& \frac{2}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)} \sum_{i=1}^{N} m_{i j} x_{i} \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right) \\
& \quad \leq C \sum_{s_{1}, s_{2}=1}^{L}\left(A^{-1}\right)_{s_{1} s_{2}}\left(\sum_{i \in B\left(s_{1}\right), j \in B(l)} m_{i j}^{2}\right)^{\frac{1}{2}}\left(\sum_{i \in B\left(s_{2}\right), j \in B(l)} m_{i j}^{2}\right)^{\frac{1}{2}} \\
& \quad \leq C \sum_{s_{1}, s_{2}=1}^{L}\left(A^{-1}\right)_{s_{1} s_{2}}\left\|M_{l s_{1}}\right\|\left\|M_{s_{2} l}\right\| \stackrel{(21)}{\leq} C \varepsilon
\end{aligned}
$$

The second term on the right hand side of (32), namely

$$
\frac{2}{K} \operatorname{var}_{\bar{\mu}\left(d \bar{x}^{l} \mid y\right)}\left(\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right)
$$

can be estimated with the same argument as we used for the first term. The only different ingredient is the estimation of

$$
\begin{aligned}
\left|\frac{d}{d x_{k}} \int \sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right) \mu\left(d x^{l} \mid \bar{x}^{l}, y\right)\right| & =\left|\operatorname{cov}_{\mu\left(d x^{l} \mid \overline{x^{l}}, y\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right), \sum_{s \in B(l)} m_{k s} x_{s}\right)\right| \\
& \leq \frac{C}{\tilde{\varrho}}\left(\sum_{j \in B(l)} m_{k j}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

where we applied the estimate of Lemma A. 6 and the uniform bound (1) of the functions $\delta \psi_{i}$.

Proof of Lemma 2.12. Because the estimate (29) follows directly from the generalized local Cramér theorem (cf. Corollary 3.2 and Remark 3.3), it is only left to deduce the estimate (30). Let $\nu\left(d x^{l} \mid M, s^{*}\right)$ denote the Gibbs measure on

$$
\left\{x^{l} \in \mathbb{R}^{B(l)} \left\lvert\, \frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right.\right\}
$$

associated to the Hamiltonian $H\left(d x^{l} \mid M, s^{*}\right)$. More precisely,

$$
\nu\left(d x^{l} \mid M, s^{*}\right)=\frac{1}{Z} 1_{\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right\}} \exp \left(-H\left(d x^{l} \mid M, s^{*}\right) \mathcal{H}\left(d x^{l}\right) .\right.
$$

The same reason as for (31) yields that

$$
\begin{aligned}
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s^{*}\right)= & 1+\frac{1}{K} \sum_{i \in B(l), j \in B(l)} m_{i j}+\int \frac{1}{K} \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid M, s^{*}\right) \\
& -\frac{1}{K} \operatorname{var}_{\nu\left(d x^{l} \mid B, s^{*}\right)}\left(\sum_{j \in B(l)}\left(\sum_{i \in B(l)} m_{i j} x_{i}\right)+\delta \psi_{j}^{\prime}\left(x_{j}\right)\right) \\
= & 1+\frac{1}{K} \sum_{i \in B(l), j \in B(l)} m_{i j}+\int \frac{1}{K} \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid M, s^{*}\right) \\
& -\frac{1}{K} \operatorname{var}_{\nu\left(d x^{l} \mid B, s^{*}\right)}\left(\sum_{i, j \in B(l)} m_{i j} x_{i}\right)-\frac{1}{K} \operatorname{var}_{\nu\left(d x^{l} \mid B, s^{*}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right) \\
& -\frac{2}{K} \operatorname{cov}_{\nu\left(d x^{l} \mid B, s^{*}\right)}\left(\sum_{i, j \in B(l)} m_{i j} x_{i}, \sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right) .
\end{aligned}
$$

An application of this formula to $\bar{H}\left(y_{l} \mid 0, \tilde{s}\right)$ with arbitrary $\tilde{s} \in \mathbb{R}^{B(l)}$ yields

$$
\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid 0, \tilde{s}\right)=1+\int \frac{1}{K} \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid 0, \tilde{s}\right)-\frac{1}{K} \operatorname{var}_{\nu\left(d x^{\prime} \mid 0, \tilde{s}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right)
$$

It follows from the last two equations that

$$
\begin{aligned}
& \left|\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid M, s\right)-\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid 0, \tilde{s}\right)\right| \leq \frac{1}{K}\left|\sum_{i, j \in B(l)} m_{i j}\right| \\
& +\frac{1}{K}\left|\operatorname{var}_{\nu\left(d x^{l} \mid M, s^{*}\right)}\left(\sum_{i, j \in B(l)} m_{i j} x_{i}\right)\right| \\
& +\frac{2}{K}\left|\operatorname{cov}_{\nu\left(d x^{x} \mid M, s^{*}\right)}\left(\sum_{i, j \in B(l)} m_{i j} x_{i}, \delta \psi_{j}^{\prime}\left(x_{j}\right)\right)\right| \\
& +\frac{1}{K}\left|\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid M, s^{*}\right)-\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid 0, \tilde{s}\right)\right| \\
& +\frac{1}{K}\left|\operatorname{var}_{\nu\left(d x^{l} \mid M, s^{*}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right)-\operatorname{var}_{\nu\left(d x^{l} \mid 0, \tilde{s}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right)\right| \\
& =: T_{1}+T_{2}+T_{3}+T_{4}+T_{5} .
\end{aligned}
$$

By the same argument as in the proof of Proposition 2.3 it follows that the measure $\nu\left(d x^{l} \mid M, s^{*}\right)$ satisfies $\operatorname{LSI}(\tilde{\varrho})$ with $\tilde{\varrho}>0$ depending only on $K$ and $c_{1}$. Therefore by using the $\operatorname{CS}(\varepsilon)$ and the basic covariance estimate of Lemma A. 6 it is easy to deduce

$$
T_{1}+T_{2}+T_{3} \leq C \varepsilon
$$

for a constant $C<\infty$ depending only on $K$ and $c_{1}$.
The interesting part is the estimation of $T_{4}$ and $T_{5}$, for which the right choice of $\tilde{s}=$ $\tilde{s}\left(s^{*}\right) \in \mathbb{R}^{B(l)}$ plays an important role. Therefore let us motivate how to choose $\tilde{s}=$ $\tilde{s}\left(s^{*}\right)$ for a given vector $s^{*} \in \mathbb{R}^{B(l)}$. Let $\xi$ be an arbitrary bounded function (think of $\xi=\delta \psi_{i}$ ). Then the structure of $T_{4}$ and $T_{5}$ is given by

$$
\left|\int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid M, s^{*}\right)-\int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid 0, \tilde{s}\right)\right| .
$$

We want to estimate this term uniformly in the unbounded parameters $y_{l} \in \mathbb{R}$ and $s^{*} \in \mathbb{R}^{B(l)}$. Therefore let us take a closer look at the dependence of

$$
\begin{equation*}
\int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid M, s^{*}\right)=\int_{\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right\}} \xi\left(x^{l}\right) \frac{1}{Z} \exp \left(-H\left(x^{l} \mid M, s^{*}\right)\right) \mathcal{H}\left(d x^{l}\right) \tag{36}
\end{equation*}
$$

on the parameters $y_{l}$ and $s^{*}$. On the block $B(l)$ we define the coarse-graining operator $P_{l}: \mathbb{R}^{B(l)} \rightarrow \mathbb{R}$ by

$$
P_{l} x^{l}=\frac{1}{K} \sum_{i \in B(l)} x_{i} .
$$

As for the original coarse-graining operator $P$ we have the identity

$$
P_{l} K P_{l}^{t}=\operatorname{Id}_{\mathbb{R}^{B(l)}},
$$

where $P_{l}^{t}$ denotes the transpose of $P$. Using the last identity we see that the orthogonal projection $\Pi$ of $\mathbb{R}^{B(l)}$ on $\operatorname{ker} P_{l}=\left\{P_{l} x^{l}=0\right\}$ is given by

$$
\begin{equation*}
\Pi=\operatorname{Id}-K P_{l} P_{l}^{t} . \tag{37}
\end{equation*}
$$

The dependence of the integration space on $y_{l}$ is abolished by the translation $x \mapsto$ $x-K P_{l}^{t} y_{l}$, which maps

$$
\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=y_{l}\right\}=\left\{P_{l} x^{l}=y_{l}\right\} \rightarrow\left\{P_{l} x^{l}=0\right\}=\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=0\right\}
$$

Using the definition (24) of $H\left(x^{l} \mid M, s^{*}\right)$ we get by direct calculation that

$$
\begin{aligned}
H\left(x^{l}+\right. & \left.K P_{l}^{t} y_{l} \mid M, s^{*}\right) \\
= & \frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+M_{l l}\right) x^{l}\right\rangle+\left\langle s^{*}+\left(\operatorname{Id}+M_{l l}\right) K P_{l}^{t} y_{l}, x^{l}\right\rangle+\sum_{i \in B(l)} \delta \psi_{i}\left(x_{i}+y_{l}\right) \\
& +\frac{1}{2}\left\langle K P_{l}^{t} y_{l},\left(\operatorname{Id}+M_{l l}\right) K P_{l}^{t} y_{l}\right\rangle+\left\langle s^{*}, K P_{l}^{t} y_{l}\right\rangle .
\end{aligned}
$$

Because we can cancel all terms that are independent of $x^{l}$ with terms of the normalization constant $Z$, the translation $x \mapsto x-K P_{l}^{t} y_{l}$ applied to the right hand side of (36) yields the identity

$$
\begin{align*}
& \int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid M, s^{*}\right)=\frac{1}{Z} \int_{\left\{P_{l} x^{l}=0\right\}} \xi\left(x^{l}+K P_{l}^{t} y_{l}\right) \times \\
& \quad \exp \left(-\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+M_{l l}\right) x^{l}\right\rangle-\left\langle s^{*}+M_{l l} K P_{l}^{t} y_{l}, x^{l}\right\rangle-\sum_{i \in B(l)} \delta \psi_{i}\left(x_{i}+y_{l}\right)\right) \mathcal{H}\left(d x^{l}\right), \tag{38}
\end{align*}
$$

where we used the fact that $\left\langle K P_{l}^{*} y_{l}, x^{l}\right\rangle=0$ for $x^{l} \in\left\{P_{l} x^{l}=0\right\}$. Note that in (38) only the linear term $\left\langle s^{*}+M_{l l} K P_{l}^{t} y_{l}, x^{l}\right\rangle$ depends on the parameters $y_{l}$ and $s^{*}$. The idea is
to get rid of this term by a second translation $x^{l} \mapsto x^{l}+v$, which leaves the integration space $\left\{P_{l} x^{l}=0\right\}$ invariant. The key observation is that for any $x^{l} \in\left\{P_{l} x^{l}=0\right\}$ and $z \in \mathbb{R}^{B(l)}$

$$
\left\langle z, x^{l}\right\rangle=\left\langle\Pi z, x^{l}\right\rangle,
$$

where the orthogonal projection $\Pi: \mathbb{R}^{B(l)} \rightarrow\left\{P_{l} x^{l}=0\right\}$ is defined by (37). Hence we can rewrite the Gaussian part of the Hamiltonian in (38) as

$$
\begin{aligned}
\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+M_{l l}\right) x^{l}\right\rangle+\left\langle s^{*}\right. & \left.+M_{l l} K P_{l}^{t} y_{l}, x^{l}\right\rangle \\
& =\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+\Pi M_{l l}\right) x^{l}\right\rangle+\langle\underbrace{\left(\Pi s^{*}+\Pi M_{l l} K P_{l}^{t} y_{l}\right)}_{\in\left\{P_{l} x^{l}=0\right.}, x^{l}\rangle .
\end{aligned}
$$

Note that if $M$ satisfies $\operatorname{CS}(\varepsilon)$ with $\varepsilon<1$, then the map $\left(\operatorname{Id}+\Pi M_{l l}\right):\left\{P_{l} x^{l}=0\right\} \rightarrow$ $\left\{P_{l} x^{l}=0\right\}$ is invertible. We define $v$ by

$$
\begin{equation*}
v=\left(\operatorname{Id}-\Pi M_{l l}\right)^{-1}\left(\Pi s^{*}+\Pi M_{l l} K P_{l}^{t} y_{l}\right) . \tag{39}
\end{equation*}
$$

It follows from $v \in\left\{P_{l} x^{l}=0\right\}$ that the transformation $x^{l} \mapsto x^{l}+v$ leaves the integration space $\left\{P_{l} x^{l}=0\right\}$ invariant. Direct calculation using the definition of $v$ yields

$$
\begin{aligned}
& \frac{1}{2}\left\langle x^{l}-v,\left(\operatorname{Id}+M_{l l}\right)\left(x^{l}-v\right)\right\rangle+\left\langle s^{*}+M_{l l} K P_{l}^{t} y_{l}, x^{l}-v\right\rangle \\
& \quad=\frac{1}{2}\left\langle x^{l}-v,\left(\operatorname{Id}+\Pi M_{l l}\right)\left(x^{l}-v\right)\right\rangle+\left\langle\left(\Pi s^{*}+\Pi M_{l l} K P_{l}^{t} y_{l}\right), x^{l}-v\right\rangle \\
& \quad=\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+\Pi M_{l l}\right) x^{l}\right\rangle-\left\langle\left(\Pi s^{*}+\Pi M_{l l} K P_{l}^{t} y_{l}\right), v\right\rangle+\frac{1}{2}\left\langle v,\left(\operatorname{Id}+\Pi M_{l l}\right) v\right\rangle .
\end{aligned}
$$

Because we can cancel all terms that are independent of $x^{l}$ with terms of the normalization constant $Z$, the transformation $x^{l} \mapsto x^{l}+v$ applied to the right hand side of (38) yields

$$
\begin{align*}
& \int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid M, s^{*}\right)=\int_{\left\{P_{l x} x^{l}=0\right\}} \xi\left(x^{l}+N P^{*} y_{l}-v\right) \\
& \quad \times \frac{1}{Z} \exp \left(-\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+M_{l l}\right) x^{l}\right\rangle-\sum_{i \in B(l)} \delta \psi_{i}\left(x_{i}+y_{l}-v_{i}\right)\right) \mathcal{H}\left(d x^{l}\right) . \tag{40}
\end{align*}
$$

Note that we have gained compactness by this representation: The unbounded parameters $y_{l}$ and $s^{*}$ only enter (40) as an argument of the bounded functions $\xi$ and $\delta \psi_{i}$. This observation is crucial for the estimation of $T_{4}$ and $T_{5}$. The calculation also reveals that it is natural to choose

$$
\begin{equation*}
\tilde{s}\left(s^{*}\right)=\Pi s^{*}+\Pi M_{l l} K P_{l}^{t} y_{l}=\left(\operatorname{Id}-K P_{l}^{t} P_{l}\right)\left(s^{*}+M_{l l} K P_{l}^{t} y_{l}\right) \tag{41}
\end{equation*}
$$

in $\frac{d^{2}}{d y_{l}^{2}} \bar{H}\left(y_{l} \mid 0, \tilde{s}\right)$. The reason is that carrying out the two translations from above yields

$$
\begin{align*}
& \int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid 0, \tilde{s}\right)=\int_{\left\{\frac{1}{K} \sum_{i \in B(l)} x_{i}=0\right\}} \xi\left(x^{l}+K P_{l}^{t} y_{l}-v\right) \\
& \times \frac{1}{Z} \exp \left(-\frac{1}{2}\left\langle x^{l}, x^{l}\right\rangle-\sum_{i \in B(l)} \delta \psi_{i}\left(x_{i}+y_{l}-v_{i}\right)\right) \mathcal{H}\left(d x^{l}\right) . \tag{42}
\end{align*}
$$

Note that the right hand side of (40) and (42) coincide except of the interaction term $\left\langle x^{l}, M_{l l} x^{l}\right\rangle$. The latter is very helpful to apply a perturbation argument for the uniform estimation of $T_{4}$ and $T_{5}$, because they have the same structure as

$$
\left|\int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid M, s^{*}\right)-\int \xi\left(x^{l}\right) \nu\left(d x^{l} \mid 0, \tilde{s}\right)\right| .
$$

Now, we deduce the uniform estimation of $T_{4}$ and $T_{5}$. Let us choose $\tilde{s}=\tilde{s}\left(s^{*}\right)$ as in (41). Firstly, we estimate the term

$$
T_{4}=\frac{1}{K}\left|\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid M, s^{*}\right)-\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}\right) \nu\left(d x^{l} \mid 0, \tilde{s}\right)\right| .
$$

For $0 \leq \lambda \leq 1$ we define the probability measure $\nu_{\lambda}$ on $\left\{P_{l} x^{l}=0\right\}$ by

$$
\nu_{\lambda}\left(d x^{l}\right):=\frac{1}{Z} \exp \left(-\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+\lambda M_{l l}\right) x^{l}\right\rangle-\sum_{j \in B(l)} \delta \psi_{j}\left(x_{j}+y_{l}-v_{j}\right)\right) \mathcal{H}\left(d x^{l}\right)
$$

where the vector $v$ is defined by (39). Applying the translation $x^{l} \mapsto x^{l}-K P_{l}^{t} y_{l}+v$ on the integrals of $T_{4}$ yields (cf. (38), (40), and (42))

$$
\begin{align*}
T_{4} & =\frac{1}{K}\left|\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{1}\left(d x^{l}\right)-\int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{0}\left(d x^{l}\right)\right| \\
& \leq \frac{1}{K} \sup _{0 \leq \lambda \leq 1}\left|\frac{d}{d \lambda} \int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right| \tag{43}
\end{align*}
$$

Because $M$ satisfies $\operatorname{CS}(\varepsilon)$, we may assume w.l.o.g. that

$$
\begin{equation*}
-\frac{1}{2} \text { Id } \leq M_{l l} \leq \frac{1}{2} \text { Id } \tag{44}
\end{equation*}
$$

Let $C<\infty$ denote a generic constant depending only on $K$ and $c_{1}$. By direct calculation we get that for any $0 \leq \lambda \leq 1$

$$
\begin{align*}
& \left|\frac{d}{d \lambda} \int \sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right| \\
& =\frac{1}{2}\left|\operatorname{cov}_{\nu_{\lambda}\left(d x^{l}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right),\left\langle x^{l}, M_{l l} x^{l}\right\rangle\right)\right| \\
& =\frac{1}{2}\left|\int\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right)-\int \delta \psi_{j}^{\prime \prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right)\left\langle x^{l}, M_{l l} x^{l}\right\rangle \nu_{\lambda}\left(d x^{l}\right)\right| \\
& \leq K \max _{j \in B(l)} \sup _{x \in \mathbb{R}}\left|\delta \psi_{j}^{\prime \prime}(x)\right| \int\left|\left\langle x^{l}, M_{l l} x^{l}\right\rangle\right| \nu_{\lambda}\left(d x^{l}\right) \\
& \stackrel{\mathrm{CS}(\varepsilon)}{\leq} K c_{1} \varepsilon \frac{\int_{\left\{P_{l} x^{l}=0\right\}}\left|x^{l}\right|^{2} \exp \left(-\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+\lambda M_{l l}\right) x^{l}\right\rangle-\sum_{j \in B(l)} \delta \psi_{j}\left(x_{j}+y_{l}-v_{j}\right)\right) \mathcal{H}(d x)}{\int_{\left\{P_{l} x^{l}=0\right\}} \exp \left(-\frac{1}{2}\left\langle x^{l},\left(\operatorname{Id}+\lambda M_{l l}\right) x^{l}\right\rangle-\sum_{j \in B(l)} \delta \psi_{j}\left(x_{j}+y_{l}-v_{j}\right)\right) \mathcal{H}(d x)} \\
& \stackrel{(44)}{\leq} K c_{1} \varepsilon \exp \left(K \max _{j \in B(l)}\left(\sup _{x} \delta \psi_{j}(x)-\inf _{x} \delta \psi_{j}(x)\right)\right) \\
& \times \frac{\int_{\left\{P_{l} x^{l}=0\right\}}\left|x^{l}\right|^{2} \exp \left(-\frac{1}{2}\left\langle x^{l}, x^{l}\right\rangle\right) \mathcal{H}(d x)}{\int_{\left\{P_{l} x^{l}=0\right\}} \exp \left(-\frac{3}{2}\left\langle x^{l}, x^{l}\right\rangle\right) \mathcal{H}(d x)} \\
& \leq C \varepsilon . \tag{45}
\end{align*}
$$

A combination of (43) and (45) yields the estimate

$$
T_{4} \leq C \varepsilon
$$

The same argument also yields

$$
T_{5}=\frac{1}{K}\left|\operatorname{var}_{\nu\left(d x^{l} \mid M, s^{*}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right)-\operatorname{var}_{\nu\left(d x^{l} \mid 0, \tilde{s}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}\right)\right)\right| \leq C \varepsilon
$$

There is only one difference compared to the estimation of $T_{4}$. It is the identity

$$
\begin{aligned}
& \left|\frac{d}{d \lambda} \operatorname{var}_{\nu_{\lambda}\left(d x^{l}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)\right)\right| \\
& =\left|\frac{d}{d \lambda} \int\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)-\int \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right)^{2} \nu_{\lambda}\left(d x^{l}\right)\right| .
\end{aligned}
$$

Because

$$
\begin{aligned}
& \int\left[\frac{d}{d \lambda}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)-\int \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right)^{2}\right] \nu_{\lambda}\left(d x^{l}\right) \\
& =-2 \int\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)-\int \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right) \nu_{\lambda}\left(d x^{l}\right) \\
& \quad \times \frac{d}{d \lambda} \int \sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right) \\
& =0
\end{aligned}
$$

it follows by direct calculation that

$$
\begin{aligned}
& \left|\frac{d}{d \lambda} \operatorname{var}_{\nu_{\lambda}\left(d x^{l}\right)}\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)\right)\right| \\
& =\left|\int\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)-\int \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right) \nu_{\lambda}\left(d x^{l}\right)\right)^{2}\left[\frac{d}{d \lambda} \nu_{\lambda}\left(d x^{l}\right)\right]\right| \\
& =\left|\operatorname{cov}_{\nu_{\lambda}\left(d x^{l}\right)}\left(\left(\sum_{j \in B(l)} \delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)-\left\langle\delta \psi_{j}^{\prime}\left(x_{j}+y_{l}-v_{j}\right)\right\rangle_{\nu_{\lambda}\left(d x^{l}\right)}\right)^{2},\left\langle x^{l}, M_{l l} x^{l}\right\rangle\right)\right| .
\end{aligned}
$$

However, the covariance term on the right hand side can be estimated as in (45). Therefore we have deduced (30) uniformly in $y_{l} \in \mathbb{R}$ and $s^{*} \in \mathbb{R}^{B(l)}$, which completes the proof of Lemma 2.12.

## 3 Generalized local Cramér theorem

In this section we generalize the local Cramér theorem [GOVW09, Proposition 31] to a broader class of Hamiltonians. We recommend to read Section 5.4 and 5.5 of [GOVW09] for better understanding of this section. In the first step (cf. Theorem 3.1) we deduce the local Cramér theorem for Hamiltonians of the form

$$
\begin{equation*}
H(x):=\sum_{i=1}^{K} \frac{1}{2} x_{i}^{2}+\delta \psi_{i}\left(x_{i}\right) \tag{46}
\end{equation*}
$$

The difference to [GOVW09] is that the non-convex functions

$$
\delta \psi_{i}: \mathbb{R} \rightarrow \mathbb{R}
$$

are allowed to depend on the site $i \in\{1, \ldots, N\}$. In the second step (cf. Corollary 3.2) we extend the local Cramér theorem to Hamiltonians that also contain a linear term given by a vector $s \in \mathbb{R}^{K}$, namely

$$
\begin{equation*}
H(x):=\sum_{i=1}^{K} \frac{1}{2} x_{i}^{2}+s_{i} x_{i}+\delta \psi_{i}\left(x_{i}\right) . \tag{47}
\end{equation*}
$$

Corollary 3.2 is one of the main ingredients to derive the macroscopic LSI (cf. Proposition 2.4, Lemma 2.12 and Remark 3.3). The coarse-grained Hamiltonian of $H$ is defined by

$$
\begin{equation*}
\bar{H}(m):=\psi_{K}(m):=-\frac{1}{K} \log \int_{X_{K, m}} \exp (-H(x)) \mathcal{H}(d x), \tag{48}
\end{equation*}
$$

where the hyper-plane $X_{K, m}$ is given by

$$
X_{K, m}:=\left\{x \in \mathbb{R}^{K} \left\lvert\, \frac{1}{K} \sum_{i=1}^{K} x_{i}=m\right.\right\} .
$$

Let $\varphi_{K}(m)$ be defined as the Cramér transform of $\exp (-H(x))$ (cf. [GOVW09, (73)]). More precisely,

$$
\begin{equation*}
\varphi_{K}(m):=\sup _{\sigma \in \mathbb{R}}\left(\sigma m-\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(-H(x)+\sum_{i=1}^{K} \sigma x_{i}\right) d x\right) . \tag{49}
\end{equation*}
$$

By elementary properties of the Legendre transform for every $m \in \mathbb{R}$ there exits a unique $\sigma_{m} \in \mathbb{R}$ such that

$$
\begin{equation*}
\varphi_{K}(m)=\sigma_{m} m-\varphi_{K}^{*}\left(\sigma_{m}\right) . \tag{50}
\end{equation*}
$$

It is also well-known that $\sigma_{m}$ is determined by the equation

$$
\begin{equation*}
m=\frac{d}{d \sigma} \varphi_{K}^{*}\left(\sigma_{m}\right) \tag{51}
\end{equation*}
$$

The first generalization of the local Cramér theorem is
Theorem 3.1 (Local Cramér theorem). Let $H$ be defined by (46) and assume that the functions $\delta \psi_{i}: \mathbb{R} \rightarrow \mathbb{R}, i \in\{1, \ldots, N\}$, satisfy the uniform bound (1) i.e.

$$
\left\|\delta \psi_{i}\right\|_{C^{2}} \leq c_{1}<\infty, \quad i \in\{1, \ldots, K\}
$$

Then the function $\varphi_{K}$ is strictly convex independent of $K$, and

$$
\left\|\bar{H}(m)-\varphi_{K}(m)\right\|_{C^{2}} \rightarrow 0 \quad \text { as } K \rightarrow \infty
$$

The convergence depends only on $c_{1}$.

The following heuristic argument shows that this generalization of the local Cramér theorem [GOVW09, Proposition 31] is not surprising. By Cramér's representation (see [GOVW09, (125)] and Lemma 3.4) the proof of [GOVW09, Proposition 31] relies on a local central limit theorem for the independent random variables $X_{i}, i \in\{1, \ldots, K\}$, identically distributed as (cf. [GOVW09, (74)])

$$
Z^{-1} \exp \left(\sigma_{m} x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi\left(x_{i}\right)\right) d x_{i}
$$

However, for the classical central limit theorem it is not important that the random variables $X_{i}$ are identically distributed. It suffices that the expectation and variance of $X_{i}$ is uniformly bounded. The latter is true for the independent random variables $X_{i}$ distributed as (cf. Lemma 3.4)

$$
Z^{-1} \exp \left(\sigma_{m} x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi_{i}\left(x_{i}\right)\right) d x_{i}
$$

if the functions $\delta \psi_{i}$ satisfy the uniform bound (1). As a consequence we can apply the same strategy as for [GOVW09, Proposition 31]. We just have to pay attention that every step does not rely on the specific form of $\delta \psi_{i}$ but on the uniform bound (1). Because the complete proof of Theorem 3.1 is a bit lengthy, we will state the details in the next section. The second generalization of local Cramér theorem is

Corollary 3.2. For an arbitrary vector $s \in \mathbb{R}^{K}$ let $H$ be defined by (47) and assume that the functions $\delta \psi_{i}: \mathbb{R} \rightarrow \mathbb{R}, i \in\{1, \ldots, N\}$, satisfy the uniform bound (1) i.e.

$$
\left\|\delta \psi_{i}\right\|_{C^{2}} \leq c_{1}<\infty, \quad i \in\{1, \ldots, K\} .
$$

Then the function $\varphi_{K}$ is strictly convex independent of $K$ and s. It holds that

$$
\left\|\bar{H}(m)-\varphi_{K}(m)\right\|_{C^{2}} \rightarrow 0 \quad \text { as } K \rightarrow \infty
$$

The convergence depends only on $c_{1}$.
Again, this generalization of the local Cramér theorem is intuitively clear: A linear term should not influence the local Cramér theorem by the equivalence of ensembles (see [GOVW09]). The proof is also straightforward. Corollary 3.2 follows from Theorem 3.1 by a linear transformation.

Proof of Corollary 3.2. Let the Hamiltonian $H$ be defined by (47). We get rid of the linear term $\langle s, x\rangle$ in the coarse-grained Hamiltonian $\bar{H}$ by the linear transformation $x \mapsto x+s$. More precisely, let

$$
\tilde{H}(x):=\sum_{i=1}^{K} \frac{x_{i}^{2}}{2}+\delta \psi_{i}\left(x_{i}-s_{i}\right) .
$$

Then direct calculation shows that

$$
H(x)=\tilde{H}(x+s)-\frac{1}{2}\langle s, s\rangle,
$$

which yields by the transformation $x \mapsto x+s$ that

$$
\begin{aligned}
\bar{H}(m) & =-\frac{1}{K} \log \int_{X_{K, m}} \exp (-H(x)) \mathcal{H}(d x) \\
& =\underbrace{-\frac{1}{K} \log \int_{X_{K, m+\frac{1}{K} \sum_{i=1}^{K} s_{i}}} \exp (-\tilde{H}(x)) \mathcal{H}(d x)}_{=: \tilde{\psi}_{K}\left(m+\frac{1}{K} \sum_{i=1}^{K} s_{i}\right)}-\frac{1}{2 K}\langle s, s\rangle .
\end{aligned}
$$

Applying Theorem 3.1 to $\tilde{\psi}_{K}\left(m+\frac{1}{K} \sum_{i=1}^{K} s_{i}\right)$ yields

$$
\left\|\bar{H}(m)+\frac{1}{2 K}\langle s, s\rangle-\tilde{\varphi}_{K}\left(m+\frac{1}{K} \sum_{i=1}^{K} s_{i}\right)\right\|_{C^{2}} \rightarrow 0, \quad \text { for } K \rightarrow \infty,
$$

where $\tilde{\varphi}_{K}$ is the Cramér transform of $\exp (-\tilde{H}(x))$ defined by (49). Then Corollary 3.2 follows from

$$
\begin{aligned}
\tilde{\varphi}_{K} & \left(m+\frac{1}{K} \sum_{i=1}^{K} s_{i}\right) \\
& =\sup _{\sigma \in \mathbb{R}}\left(\sigma\left(m+\frac{1}{K} \sum_{i=1}^{K} s_{i}\right)-\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(-\tilde{H}(x)+\sum_{i=1}^{K} \sigma x_{i}\right) d x\right) \\
& =\sup _{\sigma \in \mathbb{R}}\left(\sigma m-\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(-H(x)+\sum_{i=1}^{K} \sigma x_{i}\right) d x\right)+\frac{1}{2 K}\langle s, s\rangle \\
& =\varphi_{K}(m)+\frac{1}{2 K}\langle s, s\rangle,
\end{aligned}
$$

where we used the identity

$$
\begin{aligned}
-\frac{1}{K} & \log \int_{\mathbb{R}^{K}} \exp \left(-\tilde{H}(x)+\sum_{i=1}^{K} \sigma x_{i}\right) d x \\
& =-\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(-\tilde{H}(x+s)+\sum_{i=1}^{K} \sigma\left(x_{i}+s_{i}\right)\right) d x \\
& =-\frac{\sigma}{K} \sum_{i=1}^{K} s_{i}-\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(-\tilde{H}(x+s)+\frac{1}{2}\langle s, s\rangle+\sum_{i=1}^{K} \sigma x_{i}\right) d x+\frac{1}{2 K}\langle s, s\rangle \\
& =-\frac{\sigma}{K} \sum_{i=1}^{K} s_{i}-\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(-H(x)+\sum_{i=1}^{K} \sigma x_{i}\right) d x+\frac{1}{2 K}\langle s, s\rangle .
\end{aligned}
$$

Remark 3.3. By Corollary 3.2 it follows that there is $K_{0} \in \mathbb{N}$ and $\lambda>0$ such that for all $K \geq K_{0}$ and $m \in \mathbb{R}$

$$
\frac{d^{2}}{d m^{2}} \bar{H}(m) \geq \lambda
$$

This observation shows that the convexification of a non-interacting coarse-grained Hamiltonian is untouched by a linear term and inhomogeneous single-site potentials $\psi_{i}$ that satisfy (1).

## Proof of Theorem 3.1

Except of small adjustments, the argument for Theorem 3.1 is the same as for the local Cramér theorem of [GOVW09]. Therefore some elements of the proof may also be found in [Fel71, Chapter XVI], [KL99, Appendix 2], [GPV88, Section 3] and [LPY02, p. 752 and Section 5].

We show that $\varphi_{K}$ is strictly convex independent of $K$. Note that by (49) the function $\varphi_{K}$ is the Legendre transform of

$$
\varphi_{K}^{*}(\sigma):=\frac{1}{K} \log \int_{\mathbb{R}^{K}} \exp \left(\sum_{i=1}^{K} \sigma x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi_{i}\left(x_{i}\right)\right) d x
$$

Because the Legendre transform of a strictly convex function is also strictly convex, it suffices to show that $\varphi_{K}^{*}(\sigma)$ is strictly convex. This fact follows from the decomposition of $\varphi_{K}^{*}(\sigma)$ into

$$
\begin{equation*}
\varphi_{K}^{*}(\sigma)=\frac{1}{K} \sum_{i=1}^{K} \underbrace{\log \int_{\mathbb{R}} \exp \left(\sigma x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi_{i}\left(x_{i}\right)\right) d x_{i}}_{=: \varphi_{K, i}^{*}(\sigma)}=\frac{1}{K} \sum_{i=1}^{K} \varphi_{K, i}^{*}(\sigma) \tag{52}
\end{equation*}
$$

and the observation that by Lemma 3.7 from below the functions $\varphi_{K, i}^{*}$ are uniformly strictly convex in $i \in\{1, \ldots, K\}$.
Let us consider now the convergence of $\left|\varphi_{K}(m)-\psi_{K}(m)\right|$. The next lemma represents the difference $\left(\varphi_{K}(m)-\psi_{K}(m)\right)$ in the same way as [GOVW09, (120)].

Lemma 3.4. Assume that $X_{i}, i \in\{1, \ldots, K\}$, are independent random variables distributed as

$$
d \mu_{\sigma_{m}, i}:=\exp \left(-\varphi_{K, i}^{*}\left(\sigma_{m}\right)+\sigma_{m} x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi_{i}\left(x_{i}\right)\right) d x_{i}
$$

where $\sigma_{m}$ is given by (51). For $i \in\{1, \ldots, K\}$ we define $m_{i}=m_{i}\left(\sigma_{m}\right) \in \mathbb{R}$ by

$$
\begin{equation*}
m_{i}=\frac{d}{d \sigma} \varphi_{K, i}^{*}\left(\sigma_{m}\right) \tag{53}
\end{equation*}
$$

Additionally, let the random variable $X$ be defined as

$$
X:=K^{-\frac{1}{2}} \sum_{i=1}^{K} X_{i}-m_{i} .
$$

The density of $X$ with respect to the Lebesgue measure is denoted by $\frac{d}{d \mathcal{L}^{1}} g_{K, m}(\xi)$. Then

$$
\begin{equation*}
\frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)=\exp \left(K \varphi_{K}(m)-K \psi_{K}(m)\right) \tag{54}
\end{equation*}
$$

Proof of Lemma 3.4. Using (52), (51), and (53) we can decompose $m$ into

$$
\begin{equation*}
m=\frac{d}{d \sigma} \varphi_{K}^{*}\left(\sigma_{m}\right)=\frac{1}{K} \sum_{i=1}^{K} \frac{d}{d \sigma} \varphi_{K, i}^{*}\left(\sigma_{m}\right)=\frac{1}{K} \sum_{i=1}^{K} m_{i} \tag{55}
\end{equation*}
$$

The density $\frac{d}{d \mathcal{L}^{1}} g_{K, m}(\xi)$ of $X$ at $\xi=0$ can be written as

$$
\begin{aligned}
& \frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)= \\
& \quad \int_{\left\{K^{-\frac{1}{2}} \sum_{i=1}^{K} x_{i}-m_{i}=0\right\}} \exp \left(\sum_{i=1}^{K}-\varphi_{K, i}^{*}\left(\sigma_{m}\right)+\sigma_{m} x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi_{i}\left(x_{i}\right)\right) \mathcal{H}(d x) .
\end{aligned}
$$

By (52) and (55) we get

$$
\begin{aligned}
& \frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)= \\
& \quad \int_{\left\{\sum_{i=1} x_{i}=K m\right\}} \exp \left(-K \varphi_{K}^{*}\left(\sigma_{m}\right)+K \sigma_{m} m-\left(\sum_{i=1}^{K} \frac{x_{i}^{2}}{2}+\delta \psi_{i}\left(x_{i}\right)\right)\right) \mathcal{H}(d x) .
\end{aligned}
$$

Using (50) the right hand side becomes

$$
\begin{aligned}
& \frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)= \\
& \exp \left(K \varphi_{K}(m)\right) \int_{\left\{\sum_{i=1}^{K} x_{i}=K m\right.} \\
& \exp \left(-\sum_{i=1}^{K} \frac{x_{i}^{2}}{2}+\delta \psi_{i}\left(x_{i}\right)\right) \mathcal{H}(d x) .
\end{aligned}
$$

Now, applying the definition (48) of $\psi_{K}(m)$ yields the desired formula.

Note that Theorem 3.1 is proved once we established the following bounds

$$
\frac{1}{C} \leq\left|\frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)\right| \leq C \quad \text { and } \quad\left|\frac{d^{2}}{d m^{2}} \frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)\right| \leq C
$$

for a constant $0<C<\infty$ independent of $K$ and $m$ (cf. [GOVW09, (121)]). Because the density of a sum of independent random variables is the product of the densities, an application of the Inversion Lemma (see for example [Shi96]) to (54) yields

$$
\frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)=\frac{1}{2 \pi} \int_{\mathbb{R}} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi
$$

where the function $h_{i}\left(m_{i}, \xi\right)$ is defined as

$$
\begin{equation*}
h_{i}\left(m_{i}, \xi\right):=\int_{\mathbb{R}} \exp \left(-i \xi m_{i}+i \xi x-\varphi_{K, i}^{*}\left(\sigma_{m}\right)+\sigma_{m} x-\frac{x^{2}}{2}-\delta \psi_{i}(x)\right) d x \tag{56}
\end{equation*}
$$

Note the representation of $\frac{d}{d \mathcal{L}^{1}} g_{K, m}(0)$ from above is the analog of [GOVW09, (122)] and that

$$
h_{i}\left(m_{i}, \xi\right)=h\left(m_{i}, \xi\right),
$$

where $h\left(m_{i}, \xi\right)$ is defined as in [GOVW09, (126)] (one has to set $\delta \psi=\delta \psi_{i}$ ). Hence it suffices to deduce the following estimates:

$$
\begin{equation*}
\frac{1}{C} \leq\left|\int_{\mathbb{R}} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi\right| \leq C \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{d^{2}}{d m^{2}} \int_{\mathbb{R}} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi\right| \leq C \tag{58}
\end{equation*}
$$

where the constant $0<C<\infty$ is independent of $K$ and $m$.
The inequalities (57) and (58) are established by the same argument as in the proof of [GOVW09, Proposition 31]. The latter works fine because all steps in [GOVW09] do not rely on the particular form of the non-convexity $\delta \psi_{i}$. They just require a uniform bound on $\left\|\delta \psi_{i}\right\|_{C^{2}}, i \in\{1, \ldots, K\}$. For the sake of completeness, we outline all steps in full detail below.

From now on let $C<\infty$ denote a generic constant independent of $K$ and $m$. We verify (57) and (58) by splitting the integrals into "inner" and "outer" integrals. On the one hand we will show that there exists $\delta>0$ and $K_{0} \in \mathbb{N}$ such that for all $K \geq K_{0}$ and all
$m \in \mathbb{R}$

$$
\begin{align*}
&\left|\int_{K^{-\frac{1}{2}}|\xi| \leq \delta} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi\right| \leq C,  \tag{59}\\
& \operatorname{Re} \int_{K^{-\frac{1}{2}}|\xi| \leq \delta} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi \geq \frac{1}{C},  \tag{60}\\
&\left|\frac{d^{2}}{d m^{2}} \int_{K^{-\frac{1}{2}}|\xi| \leq \delta} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi\right| \leq C \tag{61}
\end{align*}
$$

On the other hand we will show that for any $\delta>0$

$$
\begin{align*}
\lim _{K \uparrow \infty} \int_{K^{-\frac{1}{2}}|\xi| \geq \delta} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi & =0,  \tag{62}\\
\lim _{K \uparrow \infty} \frac{d^{2}}{d m^{2}} \int_{K^{-\frac{1}{2}}|\xi| \geq \delta} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi & =0 . \tag{63}
\end{align*}
$$

Firstly, we will consider the limits (62) and (63) for the "outer" integrals. Note that (62) and (63) is the analog of [GOVW09, (137) and (138)]. The next lemma is the analog statement of [GOVW09, Lemma 39], which was the essential ingredient to deduce [GOVW09, (137) and (138)].
Lemma 3.5. Let functions $h_{i}, i \in\{1, \ldots, K\}$, be defined by (56). Then for any $\delta>0$ there exists a positive constant $C_{\delta}$ such that for all $i \in\{1, \ldots, K\},|\xi|>\delta$ and $m \in \mathbb{R}$

$$
\begin{equation*}
\left|h_{i}\left(m_{i}, \xi\right)\right| \leq \frac{1}{1+\frac{|\xi|}{C_{\delta}}}, \tag{i}
\end{equation*}
$$

(ii)
(iii)

$$
\begin{aligned}
& \left|\frac{d}{d m} h_{i}\left(m_{i}, \xi\right)\right| \leq C_{\delta}|\xi| \\
& \left|\frac{d^{2}}{d m^{2}} h_{i}\left(m_{i}, \xi\right)\right| \leq C_{\delta}|\xi|^{2}
\end{aligned}
$$

where $m_{i}(m) \in \mathbb{R}$ is given by (53).
The proof of Lemma 3.5 is given in the next subsection. Provided Lemma 3.5 holds, (62) and (63) can be deduced in exactly the same way as [GOVW09, (137) and (138)].

Let us consider the "inner" integrals (59), (60), and (61) which are the analog of [GOVW09, (134),(135) and (136)]. As in [GOVW09, (139)] we have that for all $i \in\{1, \ldots, K\}$ and $m_{i} \in \mathbb{R}$

$$
\begin{array}{ll}
h_{i}\left(m_{i}, 0\right)=1, \quad \frac{d}{d \xi} h_{i}\left(m_{i}, 0\right)=0 \quad \text { and } \\
-\frac{d^{2}}{d \xi^{2}} h_{i}\left(m_{i}, 0\right)= & \int\left(x-m_{i}\right)^{2} \mu_{\sigma_{m}, i}(d x)>0
\end{array}
$$

According to Lemma 3.7 from the next subsection we have the uniform bound

$$
\frac{1}{C} \leq \int\left(x-m_{i}\right)^{2} \mu_{\sigma_{m}, i}(d x) \leq C \quad \text { for all } i \in\{1, \ldots, K\}
$$

By using the lower bound and Taylor's theorem one can show the existence of functions $h_{2, i}\left(m_{i}, \xi\right), i \in\{1, \ldots, K\}$ defined on a uniform $\delta$-neighborhood of $\xi=0$ such that for all $i \in\{1, \ldots, K\}$ and $m_{i} \in \mathbb{R}$ (cf. [GOVW09, (141)])

$$
\begin{equation*}
h_{i}\left(m_{i}, \xi\right)=\exp \left(-\xi^{2} h_{2, i}\left(m_{i}, \xi\right)\right) \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{C} \leq h_{2, i}\left(m_{i}, 0\right) \leq C \tag{65}
\end{equation*}
$$

The next lemma is the analog of [GOVW09, Lemma 40] and provides strong control on the functions $h_{2, i}$ and its derivatives. We will prove it in the next subsection.

Lemma 3.6. There exists $\delta>0$ and $C<\infty$ such that for all $i \in\{1, \ldots, K\},|\xi| \leq \delta$, and $m_{i}$
(i) $\left|\frac{d}{d \xi} h_{2, i}\left(m_{i}, \xi\right)\right| \leq C$,
(ii) $\left|\frac{d}{d m} h_{2, i}\left(m_{i}, \xi\right)\right| \leq C$,
(iii) $\left|\frac{d^{2}}{d m^{2}} h_{2, i}\left(m_{i}, \xi\right)\right| \leq C$,
where $m_{i}(m) \in \mathbb{R}$ is given by (53).
Now, we are able to verify (59) with the same argument as for [GOVW09, (134)]. It holds that for any $|\tilde{\xi}| \leq \delta$ and $m_{i}$ (cf. [GOVW09, (139)])

$$
\begin{equation*}
\operatorname{Re} h_{2, i}\left(m_{i}, \tilde{\xi}\right) \geq \frac{1}{C} \tag{66}
\end{equation*}
$$

uniformly in $i \in\{1, \ldots, K\}$. Thus we can estimate by using (64) and (66) that for $K^{-\frac{1}{2}}|\xi| \leq \delta$

$$
\begin{aligned}
\left|\int_{K^{-\frac{1}{2}}|\xi| \leq \delta} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi\right| & \leq \int_{K^{-\frac{1}{2}}|\xi| \leq \delta} \exp \left(-\frac{\xi^{2}}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right) d \xi \\
& \leq \int_{K^{-\frac{1}{2}}|\xi| \leq \delta} \exp \left(-\frac{\xi^{2}}{C}\right) d \xi \\
& \leq C
\end{aligned}
$$

The argument for (61) is almost the same as for [GOVW09, (135)]. By (64) we have

$$
\Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)=\exp \left(-\frac{\xi^{2}}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right),
$$

which yields the identity

$$
\begin{aligned}
\frac{d^{2}}{d m^{2}} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)= & -\frac{\xi^{2}}{K} \sum_{i=1}^{K} \frac{d^{2}}{d m^{2}}\left(h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right) \exp \left(-\frac{\xi^{2}}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right) \\
& +\frac{\xi^{4}}{K^{2}}\left(\sum_{i=1}^{K} \frac{d}{d m}\left(h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)\right)^{2} \exp \left(-\frac{\xi^{2}}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)
\end{aligned}
$$

By using the estimates of Lemma 3.6 we get

$$
\frac{d^{2}}{d m^{2}} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) \leq C_{\delta}\left(\xi^{2}+\xi^{4}\right) \exp \left(-\frac{\xi^{2}}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)
$$

This inequality and (66) yields

$$
\begin{aligned}
&\left.\left\lvert\, \frac{d^{2}}{d m^{2}} \int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}} \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}}\right) \xi\right.\right) d \xi \mid \\
& \leq C \int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}}\left(\xi^{2}+\xi^{4}\right) \exp \left(-\frac{\xi^{2}}{C}\right) d \xi \leq C
\end{aligned}
$$

Finally, we verify the last remaining estimate (60). The argument is essentially the same as for [GOVW09, (141)]. We introduce $h_{3, i}, i \in\{1, \ldots, K\}$ via

$$
h_{2, i}\left(m_{i}, \hat{\xi}\right)=h_{2, i}\left(m_{i}, 0\right)+\hat{\xi} h_{3, i}\left(m_{i}, \hat{\xi}\right),
$$

which according to Taylor and Lemma 3.6 i) satisfies

$$
\begin{equation*}
\sup _{|\hat{\xi}| \leq \delta}\left|h_{3, i}\left(m_{i}, \hat{\xi}\right)\right| \leq \sup _{|\hat{\xi}| \leq \delta}\left|\frac{d}{d \hat{\xi}} h_{2, i}\left(m_{i}, \hat{\xi}\right)\right| \leq C, \tag{67}
\end{equation*}
$$

uniformly in $i \in\{1, \ldots, K\}$. By the definition of $h_{3, i}$ and (65) we have

$$
\begin{aligned}
& \left|\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)-\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, 0\right)\right)\right| \\
& \quad=\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, 0\right)\right)\left|\exp \left(-K^{-\frac{1}{2}} \xi^{3} \frac{1}{K} \sum_{i=1}^{K} h_{3, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)-1\right| \\
& \quad \leq \exp \left(-\frac{\xi^{2}}{C}\right)\left|\exp \left(-K^{-\frac{1}{2}} \xi^{3} \frac{1}{K} \sum_{i=1}^{K} h_{3, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)-1\right|
\end{aligned}
$$

We apply the fact

$$
|\exp (z)-1|=\left|\sum_{j=1}^{\infty} \frac{z^{j}}{j!}\right| \leq \sum_{j=1}^{\infty} \frac{|z|^{j}}{j!}=\exp (|z|)-1
$$

to

$$
z=-K^{-\frac{1}{2}} \xi^{3} \frac{1}{K} \sum_{i=1}^{K} h_{3, i}\left(m_{i}, K^{-\frac{1}{2}}\right)
$$

and conclude from the last estimate that

$$
\begin{aligned}
& \left|\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)-\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, 0\right)\right)\right| \\
& \quad \leq \exp \left(-\frac{\xi^{2}}{C}\right)\left|\exp \left(K^{-\frac{1}{2}}|\xi|^{3} \frac{1}{K} \sum_{i=1}^{K}\left|h_{3, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right|\right)-1\right|
\end{aligned}
$$

If $K^{-\frac{1}{2}}|\xi| \leq \delta$, we can continue the last estimation using (67) as

$$
\begin{aligned}
& \left|\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)-\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, 0\right)\right)\right| \\
& \quad \leq \exp \left(-\frac{\xi^{2}}{C}\right)\left(\exp \left(C \delta \xi^{2}\right)-1\right) .
\end{aligned}
$$

Hence we get as in [GOVW09, (144)] that for $\delta$ sufficiently small

$$
\begin{aligned}
& \left|\int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}} \exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right)-\exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, 0\right)\right) d \xi\right| \\
& \quad \leq\left|\int_{\mathbb{R}} \exp \left(-\xi^{2}\left(\frac{1}{C}-C \delta\right)\right)-\exp \left(-\frac{\xi^{2}}{C}\right) d \xi\right| \\
& \quad \leq C\left(\frac{1}{\sqrt{\frac{1}{C}-C \delta}}-\frac{1}{\sqrt{\frac{1}{C}}}\right) \\
& \quad \leq C \delta .
\end{aligned}
$$

By (65) we have

$$
\begin{aligned}
\int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}} \exp & \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, 0\right)\right) d \xi \\
& \geq \int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}} \exp \left(-\frac{\xi^{2}}{C}\right) d \xi \\
& =\int_{\mathbb{R}} \exp \left(-\frac{\xi^{2}}{C}\right) d \xi-\int_{\left\{K^{-\frac{1}{2}}|\xi| \geq \delta\right\}} \exp \left(-\frac{\xi^{2}}{C}\right) d \xi \\
& \geq C \sqrt{\frac{1}{C}}-C \exp \left(-\frac{K \delta^{2}}{C}\right)
\end{aligned}
$$

Finally, the last two estimates yield

$$
\begin{aligned}
\operatorname{Re} \int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}} & \Pi_{i=1}^{K} h_{i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right) d \xi \\
& =\operatorname{Re} \int_{\left\{K^{-\frac{1}{2}}|\xi| \leq \delta\right\}} \exp \left(-\xi^{2} \frac{1}{K} \sum_{i=1}^{K} h_{2, i}\left(m_{i}, K^{-\frac{1}{2}} \xi\right)\right) d \xi \\
& \geq C \sqrt{\frac{1}{C}}-C \exp \left(-\frac{K \delta^{2}}{C}\right)-C \delta \\
& \geq C>0
\end{aligned}
$$

if $\delta$ is sufficiently small and $K$ is sufficiently large. Hence we verified (60), which completes the proof of Theorem 3.1.

## Proof of auxiliary lemmas

In this section we will state the proof of Lemma 3.5 and Lemma 3.6. The next statement is the analog of [GOVW09, Lemma 41].
Lemma 3.7. Assume that the functions $\delta \psi_{i}: \mathbb{R} \rightarrow \mathbb{R}, i \in\{1, \ldots, N\}$, satisfy the uniform bound (1) i.e.

$$
\left\|\delta \psi_{i}\right\|_{C^{2}} \leq c_{1}<\infty, \quad i \in\{1, \ldots, K\}
$$

## Consider the change of variables

$$
m_{i}(\sigma)=\frac{d}{d \sigma} \varphi_{K, i}^{*}(\sigma),
$$

where $\varphi_{K, i}^{*}(\sigma)$ is defined by (52). The corresponding measure $\mu_{\sigma, i}$ is defined by

$$
d \mu_{\sigma, i}:=\exp \left(-\varphi_{K, i}^{*}(\sigma)+\sigma x_{i}-\frac{x_{i}^{2}}{2}-\delta \psi_{i}\left(x_{i}\right)\right) d x_{i} .
$$

Note that $\int_{\mathbb{R}} x \mu_{\sigma, i}=m_{i}$. Then:
(i) The first two derivatives of $m_{i}$ are related to the moments of $\mu_{\sigma, i}$ as:

$$
\begin{aligned}
& \frac{d}{d \sigma} m_{i}=\frac{d^{2}}{d \sigma^{2}} \varphi_{K, i}^{*} \\
&=\int_{\mathbb{R}}\left(x-m_{i}\right)^{2} \mu_{\sigma, i}(d x), \\
& \frac{d^{2}}{d \sigma^{2}} m_{i}=\frac{d^{3}}{d \sigma^{3}} \varphi_{K, i}^{*}
\end{aligned}=\int_{\mathbb{R}}\left(x-m_{i}\right)^{3} \mu_{\sigma, i}(d x) .
$$

(ii) The moments of $\mu_{\sigma, i}$ satisfy the bounds

$$
\begin{aligned}
& \frac{1}{C} \leq \int_{\mathbb{R}}\left(x-m_{i}\right)^{2} \mu_{\sigma, i}(d x) \leq C \\
& \left|\int_{\mathbb{R}}\left(x-m_{i}\right)^{3} \mu_{\sigma, i}(d x)\right| \leq C \\
& \int_{\mathbb{R}}\left(x-m_{i}\right)^{4} \mu_{\sigma, i}(d x) \leq C
\end{aligned}
$$

uniformly in $i$ and $m_{i}$.
(iii) The second derivatives of the inverse map are bounded uniformly in $i$ and $m_{i}$ :

$$
\left|\frac{d^{2}}{d m_{i}^{2}} \sigma\right| \leq C
$$

(iv) The map is close to the identity uniformly in $i$ and $m_{i}:\left|\sigma-m_{i}\right| \leq C$.

We do not state the proof of Lemma 3.7 because one could copy the proof [GOVW09, Lemma 41] using the uniform bound (1). From Lemma 3.7 we are able to deduce the next statement, which is the only new ingredient of the proof of Lemma 3.5 \& 3.6 compared to the proof of [GOVW09, Lemma 39 \& 40].
Lemma 3.8. Assume that the functions $\delta \psi_{i}: \mathbb{R} \rightarrow \mathbb{R}, i \in\{1, \ldots, N\}$, satisfy the uniform bound (1) i.e.

$$
\left\|\delta \psi_{i}\right\|_{C^{2}} \leq c_{1}<\infty, \quad i \in\{1, \ldots, K\}
$$

Consider change of variables

$$
m_{i}(\sigma)=\frac{d}{d \sigma} \varphi_{K, i}^{*}(\sigma),
$$

where $\varphi_{K, i}^{*}(\sigma)$ is defined by (52). For $m \in \mathbb{R}$ let $\sigma_{m} \in \mathbb{R}$ be defined by (51). Then:
$\left|\frac{d}{d m} \sigma_{m}\right| \leq C$,
(ii) $\left|\frac{d^{2}}{d m^{2}} \sigma_{m}\right| \leq C$,
(iii)

$$
\begin{equation*}
\left|\frac{d}{d m} m_{i}\left(\sigma_{m}\right)\right| \leq C \tag{i}
\end{equation*}
$$

(iv) $\left|\frac{d^{2}}{d m^{2}} m_{i}\left(\sigma_{m}\right)\right| \leq C$,
uniformly in $i$ and $m$.

Proof of Lemma 3.8. Argument for $(i)$ : It suffices to show the uniform bound

$$
\begin{equation*}
0<\frac{1}{C} \leq\left|\frac{d}{d \sigma} m\right| \leq C \tag{68}
\end{equation*}
$$

By (51) and (52) we have

$$
\frac{d}{d \sigma} m=\frac{d^{2}}{d \sigma^{2}} \varphi_{K}^{*}\left(\sigma_{m}\right)=\frac{1}{K} \sum_{i=1}^{K} \frac{d^{2}}{d \sigma^{2}} \varphi_{K, i}^{*}\left(\sigma_{m}\right)
$$

Applying Lemma 3.7 (i) \& (ii) yields the estimate (68).
Argument for (ii): By direct calculation we have

$$
\begin{aligned}
\frac{d^{2}}{d m^{2}} \sigma_{m} & =\frac{d}{d m}\left(\frac{d}{d \sigma} m\left(\sigma_{m}\right)\right)^{-1} \\
& =\left[\frac{d}{d \sigma}\left(\frac{d}{d \sigma} m\left(\sigma_{m}\right)\right)^{-1}\right] \frac{d}{d m} \sigma_{m} \\
& =\left[-\left(\frac{d}{d \sigma} m\left(\sigma_{m}\right)\right)^{-2} \frac{d^{2}}{d \sigma^{2}} m\left(\sigma_{m}\right)\right] \frac{d}{d m} \sigma_{m} .
\end{aligned}
$$

By the uniform bound (68) and Lemma $3.8(i)$ it suffices to show

$$
\left|\frac{d^{2}}{d \sigma^{2}} m\right| \leq C
$$

By (51) and (52) we have

$$
\frac{d^{2}}{d \sigma^{2}} m=\frac{d^{3}}{d \sigma^{3}} \varphi_{K}^{*}\left(\sigma_{m}\right)=\frac{1}{K} \sum_{i=1}^{K} \frac{d^{3}}{d \sigma^{3}} \varphi_{K, i}^{*}\left(\sigma_{m}\right) .
$$

The desired bound follows from Lemma 3.7 (i) \& (ii).
Argument for (iii): By the definition of $m_{i}$ we have

$$
\frac{d}{d m} m_{i}\left(\sigma_{m}\right)=\frac{d}{d m}\left(\frac{d}{d \sigma} \varphi_{K, i}^{*}\left(\sigma_{m}\right)\right)=\frac{d^{2}}{d \sigma^{2}} \varphi_{K, i}^{*}\left(\sigma_{m}\right) \frac{d}{d m} \sigma_{m}
$$

The desired estimate follows from Lemma $3.7(i) \&(i i)$ and Lemma $3.8(i)$. Argument for (iv): By the definition of $m_{i}$ it holds

$$
\frac{d^{2}}{d m^{2}} m_{i}\left(\sigma_{m}\right)=\frac{d^{2}}{d \sigma^{2}} \varphi_{K, i}^{*}\left(\sigma_{m}\right) \frac{d^{2}}{d m^{2}} \sigma_{m}+\frac{d^{3}}{d \sigma^{3}} \varphi_{K, i}^{*}\left(\sigma_{m}\right)\left(\frac{d}{d m} \sigma_{m}\right)^{2}
$$

The desired estimate follows from a combination of Lemma $3.7(i) \&(i i)$ and Lemma 3.8 (i) \& (ii).

Now, we can proceed to the proof of Lemma 3.5 and Lemma 3.6.
Proof of Lemma 3.5. Note that [GOVW09, Lemma 41] was the crucial ingredient in the proof of [GOVW09, Lemma 39]. Therefore we can show by using Lemma 3.8 in the same way as [GOVW09, Lemma 41] that for any $\delta>0$ there exists a positive constant $C_{\delta}$ such that for all $i \in\{1, \ldots, K\},|\xi|>\delta$, and $m_{i} \in \mathbb{R}$

$$
\begin{equation*}
\left|h_{i}\left(m_{i}, \xi\right)\right| \leq \frac{1}{1+\frac{|\xi|}{C_{\delta}}}, \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{align*}
\left|\frac{d}{d m_{i}} h_{i}\left(m_{i}, \xi\right)\right| & \leq C_{\delta}|\xi| \\
\left|\frac{d^{2}}{d m_{i}^{2}} h_{i}\left(m_{i}, \xi\right)\right| & \leq C_{\delta}|\xi|^{2} \tag{iii}
\end{align*}
$$

This statement differs from [GOVW09, Lemma 39] in one aspect: The bound $C_{\delta}$ is uniform in $i$. Note that the last statement almost yields Lemma 3.5 except of one detail: Instead of considering derivatives w.r.t $m$ it considers derivatives w.r.t. $m_{i}$. It follows that the statement $(i)$ of Lemma 3.5 is already verified.
The statement $(i i)$ of Lemma 3.5 follows from a combination of the identity

$$
\frac{d}{d m} h_{i}\left(m_{i}, \xi\right)=\frac{d}{d m_{i}} h_{i}\left(m_{i}, \xi\right) \frac{d}{d m} m_{i}
$$

the estimate (ii) from above, and Lemma 3.8 (iii).
The statement (iii) of Lemma 3.5 follows from a combination of the identity

$$
\frac{d^{2}}{d m^{2}} h_{i}\left(m_{i}, \xi\right)=\frac{d^{2}}{d m_{i}^{2}} h_{i}\left(m_{i}, \xi\right)\left(\frac{d}{d m} m_{i}\right)^{2}+\frac{d}{d m_{i}} h_{i}\left(m_{i}, \xi\right) \frac{d^{2}}{d m^{2}} m_{i}
$$

the estimate (iii) from above, Lemma 3.8 (iii) \& (iv), and Lemma 3.5 (ii).
Proof of Lemma 3.6. Note that [GOVW09, Lemma 41] was the crucial ingredient in the proof of [GOVW09, Lemma 40]. Therefore we can show by using Lemma 3.8 in the same way as [GOVW09, Lemma 41] that there exists $\delta>0$ and $C<\infty$ such that for all $i \in\{1, \ldots, K\},|\xi| \leq \delta$, and $m_{i} \in \mathbb{R}$

$$
\begin{align*}
&\left|\frac{d}{d \xi} h_{2, i}\left(m_{i}, \xi\right)\right| \leq C  \tag{i}\\
&\left|\frac{d}{d m_{i}} h_{2, i}\left(m_{i}, \xi\right)\right| \leq C \\
&\left|\frac{d^{2}}{d m_{i}^{2}} h_{2, i}\left(m_{i}, \xi\right)\right| \leq C
\end{align*}
$$

(iii)

The last statement already yields Lemma 3.6 by the same consideration as in the proof of Lemma 3.5.

## A Basic facts about the LSI

In this section we quote some basic facts about the LSI, that are needed in our arguments. For a general introduction to LSI we refer to [Led01, Roy99, GZ03]. There are several standard criteria for LSI. The Tensorization principle shows that LSI is compatible with products (cf. [Gro75]).

Theorem A. 1 (Tensorization principle). Let $\mu_{1}$ and $\mu_{2}$ be probability measures on Euclidean spaces $X_{1}$ and $X_{2}$ respectively. If $\mu_{1}$ and $\mu_{2}$ satisfy $\operatorname{LSI}\left(\varrho_{1}\right)$ and $\operatorname{LSI}\left(\varrho_{2}\right)$ respectively, then the product measure $\mu_{1} \otimes \mu_{2}$ satisfies $\operatorname{LSI}\left(\min \left\{\varrho_{1}, \varrho_{2}\right\}\right)$.

The next criterion contains how the LSI behaves under perturbations (cf. [HS87]). Note that it is not well suited for high dimensions.

Theorem A. 2 (Criterion of Holley \& Stroock). Let $\mu$ be a probability measure on the Euclidean space $X$ and let $\delta \psi: X \rightarrow \mathbb{R}$ be a bounded function. Let the probability measure $\tilde{\mu}$ be defined as

$$
\tilde{\mu}(d x)=\frac{1}{Z} \exp (-\delta \psi(x)) \mu(d x)
$$

Then $\tilde{\mu}$ satisfies LSI( $(\tilde{\varrho})$ with

$$
\tilde{\varrho}=\varrho \exp (-(\sup \delta \psi-\inf \delta \psi)) .
$$

The criterion of Bakry \& Émery connects the convexity of the Hamiltonian to the LSI constant (cf. [BE85, OV00]).

Theorem A. 3 (Criterion of Bakry \& Émery). Let X be a n-dimensional Euclidean space and let $H \in C^{2}(X)$. The probability measure $\mu$ on $X$ is defined via

$$
\mu(d x)=\frac{1}{Z} \exp (-H(x)) d x
$$

If there is a constant $\varrho>0$ such that for all $x, v \in X$

$$
\langle v, \text { Hess } H(x) v\rangle \geq \varrho|v|^{2},
$$

then $\mu$ satisfies LSI(@).
More recently, Otto \& Reznikoff [OR07] deduced a criterion that is capable to deal with certain non-convex Hamiltonians in high dimensions.

Theorem A. 4 (Criterion of Otto \& Reznikoff). Let $d \mu:=\frac{1}{Z} \exp (-H(x)) d x$ be a probability measure on a direct product of Euclidean spaces $X=X_{1} \times \cdots \times X_{M}$. We assume that

- the conditional measures $\mu\left(d x^{l} \mid x^{n} \in X_{n} n \neq l\right), 1 \leq l \neq n \leq M$, satisfy a uniform LSI with constant $\varrho_{l}>0$,
- the numbers $\kappa_{l n}$ satisfy

$$
\kappa_{l n}:=\left|\nabla_{l} \nabla_{n} H(x)\right| \leq C<\infty,
$$

uniformly in $1 \leq l \neq n \leq M$; here $|\cdot|$ denotes the operator norm of a bilinear form.

- the matrix $A=\left(a_{i j}\right)_{M \times M}$ defined by

$$
a_{i j}= \begin{cases}\varrho_{i} & \text { if } i=j, \\ -\kappa_{i j} & \text { else, }\end{cases}
$$

satisfies in the sense of quadratic forms

$$
A \geq \varrho \mathrm{Id} \quad \text { for a constant } \varrho>0
$$

Then $\mu$ satisfies LSI(@).
One can understand Theorem A. 4 as a comparison principle. Via the matrix $A$, a Gaussian measure $\mu_{A}(d x)=\exp (-\langle x, A x\rangle) d x$ is associated to the original Gibbs measure $\mu(d x)=\exp (-H(x)) d x$. Because for Gaussian measures the property of positive definiteness of $A$ and the LSI are equivalent (see for example [OR07]), the criterion of Otto \& Reznikoff becomes:

Theorem. If $\mu_{A}$ satisfies $\operatorname{LSI}(\varrho)$, then also $\mu$ does.
Due to this example one could hope that $\mu$ inherits further features from $\mu_{A}$. Theorem 2.9 shows that this happens for covariances (cf. [MO10b]). In the proof of the main result we also need the linearized version of the LSI, which is known as spectral gap inequality (SG).
Definition A.5. A probability measure $\mu$ satisfies $S G(\varrho), \varrho>0$, iffor all functions $f$

$$
\operatorname{var}_{\mu}(f):=\int\left(f-\int f d \mu\right)^{2} d \mu \leq \frac{1}{\varrho} \int|\nabla f|^{2} d \mu
$$

We need the following well-known facts about SG.

## Lemma A. 6 .

- If $\mu$ satisfies LSI( $\varrho)$, then $\mu$ also satisfies $S G(\varrho)$.
- If $\mu$ satisfies $S G(\varrho)$, then for all functions $f$ and $g$

$$
\operatorname{cov}_{\mu}(f, g) \leq \frac{1}{\varrho}\left(\int|\nabla f|^{2} d \mu\right)^{\frac{1}{2}}\left(\int|\nabla g|^{2} d \mu\right)^{\frac{1}{2}}
$$
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