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A NEW CONFORMAL INVARIANT ON 3-DIMENSIONAL
MANIFOLDS

YUXIN GE AND GUOFANG WANG

Abstract. By improving the analysis developed in the study of σk-Yamabe problem,
we prove in this paper that the De Lellis-Topping inequality is true on 3-dimensional
Riemannian manifolds of nonnegative scalar curvature. More precisely, if (M3, g) is a
3-dimensional closed Riemannian manifold with non-negative scalar curvature, then

Z

M

|Ric− R

3
g|2dv(g) ≤ 9

Z

M

|Ric− R

3
g|2dv(g),

where R = vol(g)−1
R

M
Rdv(g) is the average of the scalar curvature R of g. Equality

holds if and only if (M3, g) is a space form. We in fact study the following new conformal
invariant

eY ([g0]) := sup
g∈C1([g0])

vol(g)

Z

M

σ2(g)dv(g)

(

Z

M

σ1(g)dv(g))2
,

where C1([g0]) := {g = e−2ug0 |R > 0} and prove that eY ([g0]) ≤ 1/3, which implies the
above inequality.

1. Introduction

Very recently, De Lellis and Topping proved an interesting result about a generalization
of Schur Lemma

Theorem A. [Almost Schur Lemma [6]] For n ≥ 3, if (Mn, g) is an n-dimensional closed
Riemannian manifold with non-negative Ricci tensor, then

(1)
∫

M
|Ric− R

n
g|2dv(g) ≤ n2

(n− 2)2

∫

M
|Ric− R

n
g|2dv(g),

where R = vol(g)−1
∫
M Rdv(g) is the average of the scalar curvature R of g.

The result can be seen as a quantitative version or a stability result of the Schur Lemma.
It was proved in [6] that the constant in inequality (1) is optimal and the non-negativity
of the Ricci tensor can not be removed in general: When n ≥ 5 there are examples of
metrics on Sn which make the radio of the left hand side of (1) to the right hand side of
(1) arbitrarily large. When n = 3, they found manifolds which makes the ratio arbitrarily
large. An interesting question remains open: Inequalities of this form may hold for n = 3
and n = 4 with constants depending on the topology of M.

1991 Mathematics Subject Classification. Primary 53C21; Secondary 53C20, 58E11.
YG is supported by ANR project ANR-08-BLAN-0335-01. GW is partly supported by SFB/TR71

“Geometric partial differential equations” of DFG.

1



2 YUXIN GE AND GUOFANG WANG

With an observation that the De Lellis-Topping inequality is equivalent to an inequality
in terms of σk-scalar curvature

(2)
(∫

M
σ1(g)dv(g)

)2

≥ 2n

n− 1
vol(g)

∫

M
σ2(g)dv(g),

we proved in [10] that (1) holds for 4-dimensional manifolds of nonnegative scalar curva-
ture, by using an argument of Gursky [16].

Theorem B. [10] Let (M4, g) is a 4-dimensional closed Riemannian manifold with non-
negative scalar curvature, then

(3)
∫

M
|Ric− R

4
g|2dv(g) ≤ 4

∫

M
|Ric− R

4
g|2dv(g),

where R = vol(g)−1
∫
M Rdv(g) is the average of the scalar curvature R of g. Or equiva-

lently, we have

(4)
8
3
vol(g)

∫

M
σ2(g)dv(g) ≤

(∫

M
σ1(g)dv(g)

)2

.

In fact, one can find inequality (4) in the argument of Gursky [16]. This argument
uses a crucial property of σ2-scalar curvature that

∫
M σ2(g)dv(g) is a conformal invariant,

which is only true on 4-dimensional manifolds. Nevertheless, inspired by our previous
work in [7] we conjectured in [10] that this is true for 3-dimensional manifolds. In this
paper, by improving the analysis developed in the study of σk-Yamabe problem, we give
an affirmative answer to this conjecture. Namely we will show that Theorem A holds
under the condition of non-negativity of the scalar curvature for dimension n = 3.

Theorem 1. Let (M3, g) is a 3-dimensional closed Riemannian manifold with non-negative
scalar curvature. We have

(5)
∫

M
|Ric− R

3
g|2dv(g) ≤ 9

∫

M
|Ric− R

3
g|2dv(g).

Moreover, equality holds if and only if (M3, g) is a space form.

Without the condition of non-negativity of the scalar curvature, Theorem 1 is not true.
Examples can be found in [6]. When n > 4, Theorem A is also not true under a weaker
condition that the scalar curvature is positive. For various problems related to the De
Lellis-Topping inequality, see [11].

Our proof is based on the study of a new conformal invariant. From now, let n = 3.
We define

(6) Ỹ ([g0]) := sup
g∈C1([g0])

vol(g)
∫

M
σ2(g)dv(g)

(
∫

M
σ1(g)dv(g))2

,
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where C1([g0]) := {g = e−2ug0 |R > 0} and [g0] := {g = e−2ug0}. We define the first
Yamabe constant on 3-dimensional manifolds by

Y1([g0]) := inf
g̃∈[g0]

∫

M
σ1(g̃)dv(g̃)

(vol(g̃))
1
3

.

Since σ1(g) = R/2(n−1), the first Yamabe constant Y1([g0]) is a positive constant multiple
of the ordinary Yamabe constant. Theorem 1 follows from the observation mentioned
above and the following

Theorem 2. Let (M3, g) is a 3-dimensional closed Riemannian manifold with positive
Yamabe constant Y1([g0]) > 0, then

(7) Ỹ ([g0]) ≤ 1
3
.

To show Theorem 2 we will study a fully nonlinear Yamabe type equation (10), which is
closely related to the σk-Yamabe problem initiated in [23], [2] and studied by many mathe-
maticians. (See for example [13] and [24]) Though the fully nonlinearity, the corresponding
σk Yamabe equation shares very nice properties. (See [14] and [21]) A nice application of
the analysis developed in the study of the σk-Yamabe problem is the 4-dimensional sphere
theorem obtained by Chang-Gursky-Yang in [3]. As another application, with C.-S. Lin
we obtained in [7] a 3-dimensional sphere theorem. Another proof was given by Catino-
Djadli in [5]. See also [2], [8], [12], [19], [20], [25], and especially a survey paper [17] for
other applications. This paper can be seen as a new application of this analysis. However,
comparing to the ordinary Yamabe problem and σk-Yamabe problem we encounter an
extra difficulty, without a corresponding Sobolev inequality, which is in fact inequality (7)
that we want to prove.

Theorem 1 gives also a new characterization of three-dimensional spherical space forms.
Another related characterization of three-dimensional space forms was recently given by
Gursky and Viaclovsky in [18].

The paper is organized as follows. In Section 2 we consider the new conformal invariant
Ỹ and its related energy functional. The critical point of this energy functional satisfies a
Yamabe type equation (10) below. We show in Lemma 2 that any critical point satisfies
Ỹ ≤ 1/3. Hence to prove Theorem 2 we only need to prove that Ỹ is achieved. This
is in fact a new Yamabe type problem, with a new difficulty -without a corresponding
Sobolev inequality. This problem is difficult and still remains open. Instead of attacking
this problem directly we consider a suitable perturbed problem. This perturbed equation,
to find it is a very delicate issue, is introduced in Section 3. In Section 4 we prove first
local C2 estimates and then global C2 estimates for the flow, by using the local estimates.
The uniform parabolicity of the flow is proved in Section 5. One of key estimates (Lemma
6) and main Theorems are proved in Section 6. Related problems and Conjectures are
proposed in Section 7.

2. A new conformal invariant and a related flow
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Let us first recall the definition of the k-scalar curvature, which was first introduced by
Viaclovsky [23] and has been intensively studied by many mathematicians, see for example
the references in [7] and two survey papers [13] and [24]. Let

Sg =
1

n− 2

(
Ric− R

2(n− 1)
· g

)

be the Schouten tensor of g. For an integer k with 1 ≤ k ≤ n let σk be the k-th elementary
symmetric function in Rn. The k-scalar curvature is defined by

σk(g) := σk(Λg),

where Λg is the set of eigenvalue of the matrix g−1 · Sg. In particular,

σ1(g) =
R

2(n− 1)
, σ2(g) =

1
2(n− 2)2

{
−|Ric|2 +

n

4(n− 1)
R2

}
.

We have in [10] the following observation.

Lemma 1. ([10]) Inequality (1) is equivalent to
(∫

M
σ1(g)dv(g)

)2

≥ 2n

n− 1
vol(g)

∫

M
σ2(g)dv(g).

Let g0 be a metric on M3 with positive scalar curvature and C1([g0]) := {g ∈ [g0] |σ1(g) >
0}. Define an energy functional

(8) E(g) :=
vol(g)

∫

M
σ2(g)dv(g)

(
∫

M
σ1(g)dv(g))2

.

and

(9) Ỹ ([g0]) := sup
g∈C1([g0])

E(g).

Ỹ ([g0]) is a new conformal invariant. To show Theorem 2 is equivalent to show that this
invariant is always less than or equal to 1/3. A critical point of E in C1([g0]) satisfies a
new Yamabe type equation

(10)
σ2(g)− 3r2(g)

σ1(g)
= −2s(g),

where r2(g) is the average of σ2(g) and s(g) the average of σ2(g)
σ1(g) with respect to the measure

σ1(g)dv(g) are defined by

r2(g) :=

∫

M
σ2(g)dv(g)

vol(g)
and s(g) :=

∫

M
σ2(g)dv(g)

∫

M
σ1(g)dv(g)

.

We observe that solutions of (10) have an interesting property.
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Lemma 2. Every solution g ∈ C1([g0]) of (10) satisfies

(11) E(g) ≤ 1/3,

and equality if and only if g is an Einstein metric.

Proof. From the Newton inequality

σ2(g)
σ1(g)

≤ 1
3
σ1(g),

we have
1
3
(
∫

M
σ1(g)dv(g))2 ≥

∫

M

σ2(g)
σ1(g)

dv(g)
∫

M
σ1(g)dv(g)

= 3r2(g)
∫

M

1
σ1(g)

dv(g)
∫

M
σ1(g)dv(g)− 2s(g)vol(g)

∫

M
σ1(g)dv(g)

≥ 3r2(g)(vol(g))2 − 2s(g)vol(g)
∫

M
σ1(g)dv(g)

=
∫

M
σ2(g)dv(g)vol(g).

In the first equality we have used Equation (10) and in the second inequality the Cauchy-
Schwarz inequality. It is clear to see that equality holds if and only if

σ2(g)
σ1(g)

=
1
3
σ1(g),

and hence if and only if (M3, g) is an Einstein manifold.

Therefore, to prove Theorem 2 we only need to prove the existence of the maximum of
functional E in C1. This is a new Yamabe type problem. However to prove the existence
of the the maximum of functional E is very difficult. One would meet not only the typical
difficulty -loss of the compactness- of the ordinary Yamabe problem (and many other
geometric variational problems, for example, harmonic maps, Yang-Mills fields), the fully
nonlinearity of the σk-Yamabe problem, but also a new problem that we have not a
corresponding (optimal) Sobolev inequality yet. This corresponding Sobolev inequality is

sup E(g) < ∞, or sup E(g) ≤ 1
3
.

This is in fact what we want to show. Hence we need to consider certain suitable perturbed
functionals.

3. A perturbed problem and its flow

As mentioned in the Introduction, to find a suitable perturbed problem is a delicate
issue. Let ε > 0 be some small constant and g ∈ C1([g0]). We define

(12) Eε(g) :=

(∫

M
(σ2(g)− εe4u)dv(g)

)(∫

M
eεudv(g)− ε(

∫

M
σ1(g)dv(g))3−ε

)

(∫

M
(σ2(g)− ε

2
e4u)dv(g)

)ε (∫

M
σ1(g)dv(g)

)2 .
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This perturbed function is well defined in a smaller space

C1,ε([g0]) :=

{g ∈ C1([g0])|
∫

M
(σ2(g)− εe4u)dv(g) > 0,

∫

M
eεudv(g)− ε(

∫

M
σ1(g)dv(g))3−ε > 0}.

This functional looks quite complicated. But it satisfies all properties we want to have.
Denote the maximum of Eε in C1,ε([g0]) by

Mε := sup
g∈C1,ε([g0])

Eε(g).

For this perturbed energy functional, the corresponding Euler-Lagrange equation could
be written as follows

(13)
σ2(g)− (ν1(g)eεu + ν2(g)e4u)

σ1(g)
+ µ(g) = 0

where ν1(g), ν2(g) and µ(g) are given respectively

ν1(g) := (3− ε)
k(g)(

∫

M
(σ2(g)− εe4u)dv(g))

∫

M
eεudv(g)− ε(

∫

M
σ1(g)dv(g))3−ε

,

ν2(g) := εk(g)


1−

ε

∫

M
(σ2(g)− εe4u)dv(g)

2
∫

M
(σ2(g)− ε

2
e4u)dv(g)


 ,

µ(g) := k(g)
∫

M
(σ2(g)−εe4u)dv(g)




2∫

M
σ1(g)dv(g)

+
ε(3− ε)(

∫
M σ1(g)dv(g))2−ε

∫

M
eεudv(g)− ε(

∫

M
σ1(g)dv(g))3−ε


 ,

with

k(g) :=

∫

M
(σ2(g)− ε

2
e4u)dv(g)

∫

M
(σ2(g)− ε

2
e4u)dv(g)− ε

∫

M
(σ2(g)− εe4u)dv(g)

=

∫

M
(σ2(g)− ε

2
e4u)dv(g)

(1− ε)
∫

M
(σ2(g)− ε(1− 2ε)

2(1− ε)
e4u)dv(g)

≥ 1.

By definition we have

Lemma 3. We have
(i) ν1(g)

µ(g) ≤ 1
ε(
R

σ1(g)dv(g))2−ε .

(ii) Ỹ ([g0]) ≤ lim supε→0 Mε.

Proof. The proof is easy to check.
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We want to show that
(1) Mε is achieved by some gε ∈ C1,ε([g0]) for ε > 0, which certainly satisfies (13).
(2) Every solution g of (13) satisfies an estimate

(14) Eε(g) ≤ (
2

Cε
)ε 1

3(1− ε)
,

where C is a constant independent of ε.
This implies that Ỹ ([g0]) ≤ lim supε→0 Mε ≤ 1/3. Estimate (14) will be proved in Lemma
6 below. To study the achievement of Mε, we introduce a conformal flow, which is different
from the Yamabe flow considered in [7].

(15)
du

dt
= −1

2
g−1 · d

dt
g := e−2u σ2(g)− (ν1(g)eεu + ν2(g)e4u)

σ1(g)
+ µ(g)e−2u + m(g),

where m(g) is chosen by
∫

M
σ1(g)

(
e−2u σ2(g)− (ν1(g)eεu + ν2(g)e4u)

σ1(g)
+ µ(g)e−2u + m(g)

)
dv(g) = 0.

Proposition 1. Let n = 3. Flow (15) preserves
∫

M
σ1(g)dv(g), while it increases Eε(g),

provided g(t) ∈ C1,ε([g0]).

Proof. It is clear that the flow preserves
∫
M σ1(g)dv(g). By a direct computation we have

d

dt
Eε(g) =

Eε(g)
∫

M
e−2uσ1(g)

(
σ2(g)− (ν1(g)eεu + ν2(g)e4u)

σ1(g)
+ µ(g)

)2

k(g)
∫

M
(σ2(g)− εe4u)dv(g)

≥ 0.

Since the flow increases Eε(g), the flow preserves the properties
∫
M (σ2(g)−εe4u)dv(g) >

0,
∫
M eεudv(g) − ε(

∫
M σ1(g)dv(g))3−ε > 0. We will show below that the flow preserves

C1([g0]), and hence C1,ε([g0]). This is certainly one of crucial properties of the flow.

4. C2 estimates

In this section, we will establish a priori estimates for flow (15). Local estimates for
this class of fully nonlinear conformal equations were first given in [14]. Since then there
are many extensions. See for instance [4] and the survey paper [24]. Let Γ+

k be a convex
open cone -the Garding cone- defined by

Γ+
k = {Λ = (λ1, λ2, · · · , λn) ∈ Rn |σj(Λ) > 0, ∀j ≤ k}.

Similarly, we say a symmetric matrix W ∈ Γ+
k if the set of eigenvalues of W belongs to

Γ+
k . By g ∈ C+

k we mean that g−1 · Sg(x) belongs to Γ+
k for any x ∈ M . If g = e−2ug0, we

have the transformation formula of the Schouten tensor

Sg = ∇2u + du⊗ du− |∇u|2
2

g0 + Sg0 .
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Therefore, g = e−2ug0 ∈ Ck if and only if

(∇2u + du⊗ du− |∇u|2
2

g0 + Sg0)(x) ∈ Γ+
k , ∀x ∈ M.

To establish a priori estimates, we first need a technical key lemma.

Lemma 4. For 1 < k ≤ n set F = σk
σk−1

. We have

1) the matrix (F ij)(W ) is semi-positive definite at W ∈ Γ+
k−1 and is positive definite

at W ∈ Γ+
k−1\R1, where R1 is the set of matrices of rank 1.

2) The function F is concave in the cone Γ+
k−1. When k = 2, for all W ∈ Γ+

1 and for
all R = (rij) ∈ Sn, we have

(16)
∑

ijkl

∂2

∂wij∂wkl

(
σ2(W )
σ1(W )

)
rijrkl = −

∑
ij(σ1(W )rij − σ1(R)wij)2

σ3
1(W )

.

Proof. For the proof, see [7].

Assume g1 ∈ C1,ε([g0]). We consider flow (15) with the initial metric g1. Lemma 4
implies that (15) is parabolic. By the standard implicit function theorem we have the
short-time existence result. Let T ∗ ∈ (0,∞] so that [0, T ∗) is the maximum interval for
the existence of the flow g(t) ∈ C1,ε([g0]).

Theorem 3. Assume that n = 3, and g(0) = g1 ∈ C1,ε([g0]). Let u be a solution of (15)
in a geodesic ball BR × [0, T ] for T < T ∗ and R < τ0, the injectivity radius of M . Then
there is a constant C depending only on (BR, g0) and independent of T such that for any
(x, t) ∈ BR/2 × [0, T ]

(17)
|∇u|2 + |∇2u| ≤ C(1 +

ν1(g)
µ(g)

e−(2−ε) infBR
u)

≤ C(1 +
1

ε(
∫

σ1(g)dv(g))2−ε
e−(2−ε) infBR

u).

Proof. In the proof, C (resp. c) is a constant independent of T , which may vary from line
to line. Let W = (wij) be an n× n matrix with

wij = uij + uiuj − |∇u|2
2

(g0)ij + (Sg0)ij .

Here ui and uij are the first and second derivatives of u with respect to the background
metric g0. Define

ν := ν1(g)e−(4−ε)u + ν2(g), ν̄ := ν1(g)e−(4−ε)u

and

F (W,u) :=
σ2(W )− ν

σ1(W )
.
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Set

(18)

(F ij(W,u)) :=
(

∂F

∂wij
(W )

)

=
(

σ1(W )T ij − σ2(W )δij + νδij

σ2
1(W )

)

where (T ij) = (σ1(W )δij − wij) is the first Newton transformation associated with W ,
and δij is the Kronecker symbol. From Proposition 1, we know ν1(g) > 0, ν2(g) > 0 and
µ(g) > 0. In view of Lemma 4 we know that (F ij) is positive definite and F is concave in
W ∈ Γ+

1 . Moreover, we have

(19)
∑

ijkl

∂2 (F (W,u))
∂wij∂wkl

rijrkl ≤ −2
ν(

∑
i rii)2

σ3
1(W )

.

Let S(TM) denote the unit tangent bundle of M with respect to the background metric
g0. We define a function G̃ : S(TM)× [0, T ] → R

(20) G̃(e, t) = (∇2u + |∇u|2g0)(e, e).

Without loss of generality, we assume R = 1. Let ρ ∈ C∞
0 (B1) be a cut-off function defined

as in [14] such that

(21)

ρ ≥ 0, in B1,

ρ = 1, in B1/2,

|∇ρ(x)| ≤ 2b0ρ
1/2(x), in B1,

|∇2ρ| ≤ b0, in B1.

Here b0 > 1 is a constant. Since e−2ug0 ∈ C1, to bound |∇u| and |∇2u| we only need to
bound (∇2u + |∇u|2g0)(e, e) from above for all e ∈ S(TM) and for all t ∈ [0, T ]. For this
purpose, consider G(e, t) = ρ(x)G̃(e, t). Assume (e1, t0) ∈ S(Tx0M)× (0, T ] such that

G(e1, t0) = max
S(TM)×[0,T ]

G(e, t).(22)

We may further assume that

G(e1, t0) > nmax
B1

σ1(g0).(23)

Let (e1, · · · , en) be an orthonormal basis at point (x0, t0). Now choose the normal coordi-
nates around x0 such that at point x0

∂

∂x1
= e1

and consider the function G on M × [0, T ] defined by

G(x, t) := ρ(x)(u11 + |∇u|2)(x, t).
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Clearly, (x0, t0) is a maximum point of G(x, t) on M × [0, T ]. At (x0, t0), we have

0 ≤ Gt = ρ(u11t + 2
∑

l

ulult),(24)

0 = Gj =
ρj

ρ
G + ρ(u11j + 2

∑

l≥1

ululj), for any j,(25)

0 ≥ (Gij) =


ρρij − 2ρiρj

ρ2
G + ρ(u11ij +

∑

l≥1

(2uliulj + 2ululij))


 .(26)

Recall that (F ij) is definite positive. Hence, we have

(27)

0 ≥
∑

i,j≥1

F ijGij −Gt

≥
∑

i,j≥1

F ij ρρij − 2ρiρj

ρ2
G + ρ

∑

i,j≥1

F ij(u11ij +
∑

l≥1

(2uliulj + 2ululij))

−ρ(u11t + 2
∑

l≥1

ulult).

First, from the definition of ρ, we have

(28)
∑

i,j≥1

F ij ρρij − 2ρiρj

ρ2
G ≥ −C

∑

i,j≥1

|F ij |1
ρ
G,

and

(29)

∑

i,j≥1

|F ij | ≥
∑

i

F ii

=
(

n− 1− nσ2(W )
σ2

1(W )

)
+

nν

σ2
1(W )

≥ C
∑

i,j≥1

|F ij |,

since W is positive definite. From (29) we have

(30)
∑

i

F ii ≥ n− 1
2

+
nν

σ2
1(W )

= 1 +
3ν

σ2
1(W )

.

Using the facts that

(31) ukij = uijk +
∑
m

Rmikjum,

(32) ukkij = uijkk +
∑
m

(2Rmikjumk −Ricmjumi −Ricmiumj −Ricmi,jum + Rmikj,kum)

and

(33) (
∑

l

u2
l )11 = 2

∑

l

(u11lul + u2
1l) + O(|∇u|2),
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we have
(34)

∑

i,j≥1

F iju11ij ≥
∑

i,j≥1

F ij


wij11 − (u11)iuj − ui(u11)j +

∑

l≥1

(u2
1l + u11lul)(g0)ij




−2
∑

i,j≥1

F ijui1uj1 − C(1 + |∇2u|+ |∇u|2)
∑

i,j≥1

|F ij |

and

(35)

∑

i,j,l

F ijululij ≥
∑

i,j,l

F ijulwijl −
∑

i,j,l

F ij(uluiluj + uluiujl)

+
1
2

∑

i,j

F ij〈∇u,∇(|∇u|2)〉(g0)ij − C(1 + |∇u|2)
∑

i,j≥1

|F ij |.

Combining (34) and (35), we deduce
(36) ∑

i,j≥1

F ij(u11ij + 2
∑

l≥1

(uliulj + ululij))

≥
∑

i,j≥1

F ij(wij11 + 2
∑

l≥1

wijlul) + 2
∑

i,j≥1

F ij
∑

l≥2

uliulj +
∑

i,j,l≥1

u2
1lF

ij(g0)ij

−
∑

i,j

F ij
[
(u11 + |∇u|2)iuj + ui(u11 + |∇u|2)j − 〈∇u,∇(u11 + |∇u|2)〉(g0)ij

]

−C(1 + |∇2u|+ |∇u|2)
∑

i,j≥1

|F ij |

≥
∑

i,j

F ij(wij11 + 2
∑

l

wijlul) + u2
11

∑

i,j

F ij(g0)ij

+
∑

i,j

F ij (ρiuj + ρjui − 〈∇ρ,∇u〉(g0)ij)
G

ρ2
− C(1 + |∇2u|+ |∇u|2)

∑

i,j≥1

|F ij |.

In the last inequality we have used (25). Now, we want to estimate
∑

i,j,l F
ijwijlul and∑

i,j F ijwij11 respectively. By differentiating F we get

(37)
∑

l

Flul =
∑

i,j,l

F ijwijlul +
∑

l

∂F

∂u
u2

l =
∑

i,j,l

F ijwijlul +
∑

l

(4− ε)ν̄u2
l

σ1(W )
.
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By differentiating F twice and using the concavity (19) of F in W , we have
(38)
∑

i,j

F ijwij11 = F11 −
∑

i,j,k,m

∂2F

∂wij∂wkm
wij1wkm1

−2
∑

i,j

∂2F

∂wij∂u
wij1u1 − ∂2F

∂2u
u2

1 −
∂F

∂u
u11

≥ F11 +
2ν(

∑
i wii1)2

(σ1(W ))3
+

2(4− ε)ν̄(
∑

i wii1)u1

(σ1(W ))2
+

(4− ε)2ν̄u2
1

σ1(W )
− (4− ε)ν̄u11

σ1(W )

≥ F11 +
(4− ε)2ν̄u2

1

2σ1(W )
− (4− ε)ν̄u11

σ1(W )
.

These estimates give

(39)

∑

i,j≥1

F ij(wij11 + 2
∑

l≥1

wijlul) ≥ F11 + 2
∑

l Flul

−(4− ε)ν̄u11

σ1(W )
−

n∑

l=1

2(4− ε)ν̄u2
l

σ1(W )
.

Recall from (15) that

(40) F = ut − µ(g)e−2u −m(g).

Hence we have

(41) F11 = u11t − µ(g)e−2u(−2u11 + 4u2
1),

(42) Fl = ult − µ(g)e−2u(−2ul), ∀ l = 1, · · · , n.

Gathering (27), (28), (29), (36) (39), (41) and (42), we obtain
(43)

0 ≥ −C


∑

i,j

∣∣F ij
∣∣

 G

ρ
+ ρ

(∑

i

F ii

)
u2

11 − Cρ


∑

i,j

∣∣F ij
∣∣

 (1 + |∇u|2 + |∇2u|)

+
∑

i,j

F ij (ρiuj + ρjui − 〈∇ρ,∇u〉(g0)ij)
G

ρ
− ρµ(g)e−2u

(
−2u11 − 4

n∑

l=2

u2
l

)

−ρ
(4− ε)ν̄
σ1(W )

(u11 + 2
n∑

l=1

u2
l ).

From the fact W ∈ Γ+
1 , we have that u11(x0, t0) ≥ 1

20 |∇u|2(x0, t0), and hence G(x0, t0) ≤
21ρ(x0)u11(x0, t0) (see (44) in [7]). Multiplying (43) by ρ we deduce

(44) 0 ≥
∑

i

F ii(−CG + (
G

21
)2 − CG

3
2 ) + ρe−2u(µ(g)

2G

21
− 8ν1(g)e−(2−ε)u G

σ1(W )
).

When G
σ1(W ) ≥ 2352 = 16× (21)2/3, it follows from (30) that

1
2

∑

i

F ii(
G

21
)2 − 8ν1(g)ρe−(4−ε)u G

σ1(W )
≥ ν(

G2

294σ2
1(W )

− 8ρ
G

σ1(W )
) ≥ 0.
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Together with (44), we have

0 ≥
∑

i

F ii(−CG +
1
2
(
G

21
)2 − CG

3
2 ),

from which we easily have
G(x0, t0) ≤ C.

This gives the desired result. When G
σ1(W ) < 2352, the desired result follows from (44)

and Lemma 3 (i).

Remark 1. Let g = e−2ug0 ∈ C1,ε be a solution of (13) in a geodesic ball BR and R < τ0,
the injectivity radius of M . Then there is a constant C depending only on (BR, g0) such
that for any x ∈ BR/2 the estimate (17) holds.

Corollary 1. Under the same assumptions as in Theorem 3, there is a constant C de-
pending only on g0 (independent of T ) such that for any t ∈ [0, T ]

(45) ‖u‖C2(M) ≤ C.

Proof. By Proposition 1, we may assume that
∫

M
σ1(g)dv(g) ≡ 1 without loss of generality.

Thus, we have a uniform volume bound, namely

(46) vol(g) ≤ (Y1([g0]))−3.

Claim. There is a constant C > 0 independent of T ∈ [0, T ∗) such that ∀t ∈ [0, T ]

(47) u(t, x) ≥ C.

Set m(t) = minx∈M u(t, x) and u(t, xt) = m(t). We prove the claim by a contradiction
argument and assume that there exists a sequence {tn} such that tn → T and m(tn) →
−∞. Applying Theorem 3, we have for all x ∈ M and n ∈ N

|∇u(tn, x)|2 ≤ C

ε
e−(2−ε)m(tn),

which implies for all x ∈ B(xtn ,
√

εe(1−ε/2)m(tn))

|u(tn, x)−m(tn)| ≤ C.

As a consequence, we infer

vol(g(tn)) ≥ C

∫

B(xtn ,
√

εe(1−ε/2)m(tn))
e−3m(tn)dv(g0) ≥ ε3/2e(−3ε/2)m(tn) →∞

which contradicts our uniform volume bound (46). This contradiction yields the desired
claim.

From Theorem 3 and the Claim, there is a constant C > 0, independent of T ∈ [0, T ∗)
such that ∀(t, x) ∈ [0, T ]×M

(48) |∇u(t, x)|+ |∇2u(t, x)| ≤ C.

Using the fact
∫

M
σ1(g)dv(g) ≡ 1, we have ∀(t, x) ∈ [0, T ]×M

|u(t, x)|+ |∇u(t, x)|+ |∇2u(t, x)| ≤ C.

Therefore, we finish the proof of Theorem.
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Remark 2. Our perturbed equation is so chosen such that the argument in Corollary 1
works and the estimate in Lemma 6 hold.

Remark 3. Under the same assumptions as in Remark 1, there is a constant C depending
only on g0 such that

(49) ‖u‖C2(M) ≤ C.

5. Uniform parabolicity

We prove in this Section that our flow (15) preserves the positivity of the scalar curva-
ture.

Proposition 2. There is a constant C0 > 0, independent of T ∈ [0, T ∗) such that
σ1(g(t)) > C0 for any t ∈ [0, T ].

Proof. The proof is a modification of the proof given in [15] and [9], with more attention
on ν1 and ν2, and their derivatives. Recall

W = (wij) = (∇2
iju + uiuj − |∇u|2

2
(g0)ij + (Sg0)ij),

ν = ν1(g)e−(4−ε)u + ν2(g).

We define

F :=
σ2(W )− ν

σ1(W )
− κe−2u

for some sufficiently large κ to be fixed later. Hence, F = ut − (κ + µ(g))e−2u −m(g(t)).
By Corollary 1 one can show that there is a constant c1 > 0 which is independent of T > 0
such that

(50)
1
c1

>

∫

M
(σ2(g)− εe4u)dv(g) > c1,

1
c1

>

∫

M
eεudv(g)− ε(

∫

M
σ1(g)dv(g))3−ε > c1.

To show this, from Corollary 1 we first have that
∫
M (σ2(g)−εe4u)dv(g) and

∫
M eεudv(g)−

ε(
∫
M σ1(g)dv(g))3−ε are bounded from above by some positive constants. It follows from

Proposition 1 that Eε(g) is bounded from below by some positive constant and the fact
that

∫
σ1(g)dv(g) is constant along the flow. Therefore, the second part in the inequalities

yields. As a consequence, ν1(g), ν2(g) and µ(g) are bounded from above and from below
by some positive constants. Again from Corollary 1, m(g) is bounded.

Without loss of generality, we assume that the minimum of F is achieved at (x0, t0) ∈
M × (0, T ]. Near (x0, t0), we have
(51)

d

dt
F =

∑

ij

Aij(∇2
g(ut))ij + 2κe−2uut +

(4− ε)ν1(g)e−(4−ε)uut

σ1(W )
− α(t)

σ1(W )

=
∑

ij

Aij
[
(∇2

g(F ))ij + (κ + µ(g))(∇2
g(e

−2u))ij

]
+ 2κe−2uut +

(4− ε)ν1(g)e−(4−ε)uut

σ1(W )

− α(t)
σ1(W )

,



A NEW CONFORMAL INVARIANT 15

where

α(t) :=
dν1(g)

dt
e−(4−ε)u +

dν2(g)
dt

and

Aij :=
∂F

∂wij
=

(σ2
1(W )− σ2(W ) + ν)δij − σ1(W )W ij

σ2
1(W )

is positive definite. We choose the normal coordinates so that W is a diagonal matrix at
(x0, t0). First we claim there exists some constant c2 > 0 independent of T and κ such
that for all t ∈ [0, T ]

∣∣∣∣
dν1(g)

dt
(t)

∣∣∣∣ ≤ c2(1 + κ +
1

σ1(W )(x0, t0)
),(52)

∣∣∣∣
dν2(g)

dt
(t)

∣∣∣∣ ≤ c2(1 + κ +
1

σ1(W )(x0, t0)
).(53)

Using (15), (50) and Corollary 1, we can estimate

(54)
∣∣∣∣
dν1(g)

dt
(t)

∣∣∣∣ ≤ c(1 +
∫

M

1
σ1(W )(x, t)

dv(g0)) ≤ c(1 + max
x∈M

1
σ1(W )(x, t)

).

Since (x0, t0) is the minimum of F in M × [0, T ], we have

(55)
ν

σ1(W )
(x, t) ≤ σ2(W )

σ1(W )
(x, t)− κe−2u(x,t) − σ2(W )− ν

σ1(W )
(x0, t0) + κe−2u(x0,t0),

for any point (x, t) ∈ M × [0, T ]. Applying Corollary 1, we have that σ1(W ), σ2(W )
and e−2u are bounded and ν is bounded from above and from below by some positive
constants. Together with the fact σ2(W )(x, t) ≤ 1

3σ2
1(W )(x, t), (55) implies there exists

c3 > 0 independent of T and κ such that for all (x, t) ∈ M × [0, T ]

(56)
1

σ1(W )(x, t)
≤ c3(1 + κ +

1
σ1(W )(x0, t0)

),

which, in turn, together with (54), implies (52). Similarly, we have (53). Hence, we prove
the desired claim. As a consequence, we have at the point (x0, t0)

(57)
|α(t0)|
σ1(W )

≤ c(
1 + κ

σ1(W )
+

1
σ2

1(W )
)

Since (x0, t0) is the minimum of F in M × [0, T ], at this point we have
dF

dt
≤ 0, Fl = 0 ∀l

and (Fij) is non-negative definite. Note that

(∇2
g)ijF = Fij + uiFj + ujFi −

∑

l

ulFlδij = Fij ,
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at (x0, t0), where Fj and Fij are the first and second derivatives with respect to the back-
ground metric g0. From the positivity of A and (51), we have

(58)

0 ≥ Ft −
∑

i,j

AijFij

≥ (κ + µ(g))
∑

i,j

Aij{(e−2u)ij + ui(e−2u)j + uj(e−2u)i −
∑

l

ul(e−2u)lδij}

+2κe−2uut +
(4− ε)ν1(g)e−(4−ε)uut

σ1(W )
− α

σ1(W )

= (κ + µ(g))e−2u
∑

i,j

Aij{−2wij + 2uiuj + 2S(g0)ij + |∇u|2δij}

+2κe−2uut +
(4− ε)ν1(g)e−(4−ε)uut

σ1(W )
− α

σ1(W )

= (κ + µ(g))e−2u

(−2σ2(W )− 2ν

σ1(W )

)
+ 2κe−2uut +

(4− ε)ν1(g)e−(4−ε)uut

σ1(W )

+(κ + µ(g))e−2u
∑

i,j

Aij(2uiuj + 2S(g0)ij + |∇u|2δij)− α

σ1(W )
.

Here we have used
∑

i,j

Aijwij =
σ2(W ) + ν

σ1(W )
. A direct computation gives

(59)
∑

i,j

AijS(g0)ij =
(σ2

1(W )− σ2(W ))σ1(g0)
σ2

1(W )
− 1

σ1(W )

∑

i,j

W ijS(g0)ij +
νσ1(g0)
σ2

1(W )
.

Gathering (57), (58) and (59), we have

(60)

0 ≥ Ft −
∑

i,j

AijFij

≥ (κ + µ(g))e−2u

[−2σ2(W )− 2ν

σ1(W )
+

2(σ2
1(W )− σ2(W ))σ1(g0)

σ2
1(W )

− 2
σ1(W )

∑

i,j

W ijS(g0)ij +
2νσ1(g0)
σ2

1(W )




−C(1 +
1 + κ

σ1(W )
+

1
σ2

1(W )
),

since (Aij) is positive definite and κ + µ(g) is positive. Let us use O(1) denote terms with
a uniform bound. One can check again σ2(W ) = O(1) for ‖u‖C2 is uniformly bounded
and

∑

i,j

W ijS(g0)ij = O(1). Also the term σ2
1(W ) − σ2(W ) is always non-negative. We
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can choose κ such that
(κ + µ(g))νσ1(g0)e−2u

σ2
1(W )

≥ C

σ2
1(W )

and κ + µ(g) ≥ κ + 1
2

Fixing such κ, from (60) we conclude there holds at the point (x0, t0)

0 ≥ κ

σ2
1(W )

− c4(
κ + 1
σ1(W )

+ 1)

for some positive constants c4 > 0 independent of T and κ. Consequently, there is a
positive constant c5 > 0 (independent of T ) such that

σ1(W )(x0, t0) ≥ c5.

Hence, from (56) and Corollary 1, there is a positive constant c6 > 0, independent of T ,
such that for all (x, t) ∈ M × [0, T ]

σ1(W )(x, t) ≥ c6.

This finishes the proof of the Theorem.

6. Proof of main Theorems

Now we can show the convergence of flow (15).

Theorem 4. For small ε > 0 flow (15) with an initial metric g1 ∈ C1,ε([g0]) converges to
a metric g∞ satisfying (13).

Proof. With the C2 estimates (Corollary 1) and the uniform parabolicity (Proposition 2),
one can show the convergence like in [15].

In order to estimate the value of Mε we need the following

Lemma 5. There exists some C0 > 0 depending only on g0 such that for any g = e−2ug0 ∈
C1([g0]) satisfying

∫

M
σ2(g)dv(g) ≥ 0 there holds

(61) C0e
max u ≤

∫
e4udv(g) ≤ emax uvol(g0).

Proof. The second inequality is clear. We prove the first inequality. As in [7], we have for
all g ∈ C1([g0])

(62)
∫

σ2(g)dv(g) ≤ − 1
16

∫
|∇u|4g0

e4ud(g) + c

∫
e4udv(g),

for some positive constant c > 0. Since
∫

σ2(g)dv(g) is non-negative, we have

(63) 44

∫
|∇eu/4|4g0

dv(g0) =
∫
|∇u|4g0

e4udv(g) ≤ c

∫
e4udv(g) = c

∫
(eu/4)4dv(g0),

which implies, with the help of Sobolev’s embedding Theorem (W 1,4 ⊂ C1/4), for all
x, y ∈ M

(64) |eu(x)/4 − eu(y)/4| ≤ c(
∫

e4udv(g))1/4(dg0(x, y))1/4,
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where dg0(x, y) is the distance between x and y with respect to the metric g0. Set

(65) β := emaxM u = eu(x0)

for some x0 ∈ M . It follows from (64) that there exists some r > 0 independent of u such
that for any y ∈ B(x0, r)

(66) eu(y)/4 ≥ 1
2
β1/4

Here the geodesic ball B(x0, r) is taken for the metric g0. Hence, we deduce
∫

M
e4udv(g) ≥

∫

B(x0,r)
e4udv(g) ≥ cβ.

Therefore, we have finished to prove the Lemma.

Now we estimate the value of Mε. The proof likes one given for Lemma 2, with the help
of Lemma 5.

Lemma 6. Let C0 > 0 be the constant given in Lemma 5. Any solution g ∈ C1,ε of (13)
satisfies (14), i.e.,

Eε(g) ≤ (
2

C0ε
)ε 1

3(1− ε)
.

Proof. Multiplying (13) by eεu and integrating over M , we have

(67)
∫

M

eεuσ2(g)
σ1(g)

dv(g) + µ(g)
∫

M
eεudv(g) =

∫

M

(ν1(g)e2εu + ν2(g)e(4+ε)u)
σ1(g)

dv(g)

By the Cauchy-Schwarz inequality, we have
∫

M

(ν1(g)e2εu + ν2(g)e(4+ε)u)
σ1(g)

dv(g)
∫

M
σ1(g)dv(g)

≥
∫

M

ν1(g)e2εu

σ1(g)
dv(g)

∫

M
σ1(g)dv(g)

≥ ν1(g)(
∫

M
eεudv(g))2.

The above two inequalities implies that

(68)

∫

M

eεuσ2(g)
σ1(g)

dv(g) ≥ ν1(g)
(
∫
M eεudv(g))2∫

M σ1(g)dv(g)
− µ(g)

∫

M
eεudv(g)

= (1− ε)
k(g)

∫
M (σ2(g)− εe4u)dv(g)

∫
M eεudv(g)∫

M σ1(g)dv(g)
.

In the last equality we have used the definitions of ν1(g) and µ(g).
On the other hand, we recall the facts

σ2(g) ≤ 1
3
(σ1(g))2

and for all g ∈ C1,ε([g0])

ε

∫

M
e4udv(g) ≤

∫

M
σ2(g)dv(g).
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Hence, we get from Lemma 5

(69)

∫

M

eεuσ2(g)
σ1(g)

dv(g) ≤ 1
3

∫

M
eεuσ1(g)dv(g) ≤ 1

3
eε max u

∫

M
σ1(g)dv(g)

≤ 1
3
(
∫

M
(σ2(g)− ε

2
e4udv(g))ε(

2
C0ε

)ε

∫

M
σ1(g)dv(g).

(68) and (69) give us
∫
M (σ2(g)− εe4u)dv(g)

∫
M eεudv(g)

(
∫
M (σ2(g)− ε

2e4u)dv(g))ε(
∫
M σ1(g)dv(g))2

≤ (
2

C0ε
)ε 1

3(1− ε)k(g)
,

which implies

Eε(g) ≤ (
2

C0ε
)ε 1

3(1− ε)k(g)
≤ (

2
C0ε

)ε 1
3(1− ε)

,

since k(g) ≥ 1. This yields the desired result.

Proof of Theorem 2. If any g ∈ C1([g0]) satisfies
∫

M
σ2(g) ≤ 0, then Ỹ ([g0]) ≤ 0 < 1/3.

Hence we consider that there is g ∈ C1([g0]) with
∫

M
σ2(g) > 0. For such a metric g we

can choose a small number ε0 > 0 such that g ∈ C1,ε([g0]) for any ε ∈ (0, ε0). Hence, we
have

Eε(g) ≤ Mε.

Theorem 4 and Remark 3 imply that Mε is achieved by a metric g̃ ∈ C1 ∩ [g0] satisfying
(13). From Lemma 6 we have

Mε = Eε(g̃) ≤ (
2

C0ε
)ε 1

3(1− ε)
,

and hence

E(g) ≤ 1
3
.

Therefore we have

Ỹ ([g0]) ≤ 1
3
.

This finishes the proof of the Theorem.

We consider now the energy functional E in a larger class

C1([g0]) := {g = e−2ug0 |R ≥ 0}
and define

(70) Ȳ ([g0]) := sup
g∈C1([g0])

vol(g)
∫

M
σ2(g)dv(g)

(
∫

M
σ1(g)dv(g))2

.

Note that in C1([g0]) there is no metric with R ≡ 0, if g0 ∈ C1. We have the following
result, which improves slightly Theorem 2.
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Theorem 5. If (M3, g0) is a closed 3-dimensional manifold with positive Yamabe constant
Y1([g0]) > 0, then

(71) Ȳ ([g0]) ≤ 1
3
.

Moreover, equality holds if and only if (M3, g0) is space form.

Proof of Theorem 5. For any metric g = e−2ug0 ∈ C1([g0]), we consider gt = e−2tug0 for
0 < t < 1. Clearly, gt ∈ C1([g0]). By the approximation arguments and Theorem 2, we
have

E(g) = lim
t→1

E(gt) ≤ 1
3
.

Now we suppose E(g) = 1
3 . Thus, g is an extremal metric in the class of C1([g]) for the

energy functional E . Denote M1 := {x ∈ M, σ1(g)(x) = 0} and M2 := {x ∈ M, σ1(g)(x) >
0}. We have M = M1 ∪ M2 and (10) is verified in M2. On the other hand, if x ∈ M1,
then σ1(g)(x) = 0 and σ2(g)(x) ≤ 0. Hence, we deduce in M1

σ2(g)− 3r2(g) + 2s(g)σ1(g) < 0

since r2(g) > 0. On the other hand, by the definition of r2 and s we know∫

M
(σ2(g)− 3r2(g) + 2s(g)σ1(g))dv(g) = 0

which implies M = M2 and we have Equation (10). Therefore, from Lemma 2, we infer
that M is an Einstein manifold and we finish the proof.

Proof of Theorem 1. Let (M3, g) be a metric of non-negative scalar curvature. If its
Yamabe constant is positive, then by Theorem 5 we have E(g) ≤ Ȳ ([g]) ≤ 1/3, which is
equivalent to (1) by Lemma 1. Hence we only need to consider the case that g has zero
Yamabe constant. In this case one can show that g has scalar curvature zero and hence
(1) holds trivially.

It is trivial to see that an Einstein metric satisfies (1) with equality. Now assume
that g is a metric of non-negative scalar curvature which satisfies (1) with equality. If∫
M σ1(g)dv(g) = 0, then we have σ1(g) = 0, which implies that R̄ = R ≡ 0. Using (1), g

is a Ricci flat metric, and hence a flat metric. If
∫
M σ1(g)dv(g) > 0, by Lemma 1 we have

E(g) = 1/3. Hence (M3, g) is a space form by Theorem 5.

In a recent joint work with Xia [11] we proved the rigidity of (1), namely under the
conditions in Theorem A equality in (1) holds if and only if (M, g) is an Einstein metric.

7. Problems and Conjectures

We end the paper by proposing several related problems and conjectures.

Conjecture 1. Theorem 1 holds if g has a non-negative first Yamabe constant Y1([g]).

When g has a negative first Yamabe constant, Theorem 1 is not true. For example see
[6].
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Problem 1. Ỹ ([g0]) is achieved.

This is a Yamabe type problem, but with a different property. From the analysis
developed here, together with a classification result of blow-up solutions like in [22], one
can expect that this conjecture is true if Ỹ ([g0]) < 1/3. It is trivial to see that any metric
g with constant sectional curvature satisfies E(g) = 1/3, and hence

Ỹ ([g]) =
1
3

= Ỹ ([gS3 ]),

where gS3 is the standard round metric on S3. We conjecture

Conjecture 2. Let (M3, g0) be a closed manifold with g0 ∈ C1. If Ỹ ([g0]) = 1/3, then
(M3, g0) is conformally equivalent to a 3-dimensional spherical space form.

It is inetresting to see that this conjecture, if it is true, gives a characterization of a
conformal Einstein metric on a 3-dimensional manifold.

Let
J(g) :=

∫

M
σ1(g)dv(g) ·

∫

M
σ2(g)dv(g).

Conjecture 3. Let (M3, g0) be a closed manifold with g0 ∈ C1. The following statement

Ỹ2,1([g0]) := sup
g∈C1([g0])

J(g) ≤ J(gS3)

is true.

This conjecture is closely related to a problem which was asked by Viaclovsky to us
several years ago. Let

J2(g) := vol(g)1/3 ·
∫

M
σ2(g)dv(g).

He asked if supg∈C2([g0]) J2(g) is bounded. We believe that it is true and we even believe
more.

Conjecture 4. Let (M3, g0) be a closed manifold with g0 ∈ C1. The following statement

Ỹ2([g0]) := sup
g∈C1([g0])

J2(g) ≤ J2(gS3)

is true.

It is easy to see that Conjecture 3 implies Conjecture 4 and Conjecture 4 implies The-
orem 2.

The Euler-Lagrange equation of J2 is the so-called σ2-Yamabe equation

(72) σ2(g) = b,

for soma constant b. A Lemma 2 type result is true for this equation. This in fact directly
follows from a volume comparison result of Gursky-Viaclovsky [20], which in turn follows
from a volume comparison Theorem of Bray [1].
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Lemma 7. Let g ∈ C1 be a metric on a 3-dimensional manifold M3 satisfying (72) then

J2(g) ≤ J2(gS3).

Proof. We need only to consider the case b > 0, otherwise the Lemma is trivial. We may
assume that b = σ2(gS3), i.e, σ2(g) = σ2(gS3). Theorem 1.2 in [20] implies

vol(g) ≤ vol(gS3).

Hence we have
J2(g) ≤ (vol(gS3))

4
3 σ2(gS3) = J2(gS3).

Hence, to show Conjecture 4, as inspired by the proof given above, one needs only either
to show that J2 is achieved, or to show a suitable perturbed functional has a maximum,
together with a Lemma 6 type estimate. This is a difficult problem. There is even an extra
difficulty that the corresponding flow is in general not parabolic. However for functional
J there is no this extra difficulty. This is known from Lemma 4. Therefore, it may be
better to study Conjecture 3 first.

The Euler-Lagrange equation of J is the so-called quotient equation

(73)
σ2(g)
σ1(g)

= b.

With the same idea, we need the following comparison result.

Conjecture 5. Let (M3, g) be a closed 3-dimensional manifold with g ∈ C1. Assume that
σ2(g)
σ1(g)

≥ σ2(gS3)
σ1(gS3)

.

Then ∫

M
σ1(g)dv(g) ≤

∫

S3
σ1(gS3)dv(gS3).

If these conjectures are true, then it is natural to ask

Problem 2. Are Ỹ2,1([g0]) and Ỹ2([g0]) achieved?
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