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Introduction

This thesis is devoted to the study of relation between shadowing properties of dynamical
systems generated by diffeomorphisms, vector field and actions of more complicated groups
with such forms of hyperbolicity as structural stability, Ω-stability and partial hyperbolicity.

The shadowing problem in the most general setting is related to the following ques-
tion: under which conditions for any pseudotrajectory of a dynamical system there exists a
close exact trajectory? The problem of shadowing was initiated in works of Anosov [3] and
Bowen [13]. Current state of shadowing theory is reflected in monographs [65,72] and recent
review [76].

In the most simple setting shadowing property is formulated as follows. Let (X, dist) be
a metric space. Let f : X → X be a homeomorphism. For d > 0 we say that sequence of
points {yk}k∈Z is a d-pseudotrajectory if

dist(yk+1, f(yk)) < d, k ∈ Z.

We say that dynamical system generated by f has the shadowing property if for any ε >
0 there exists d > 0 such that for any d-pseudotrajectory {yk}k∈Z there exists an exact
trajectory {xk}k∈Z satisfying the following

dist(xk, yk) < ε, k ∈ Z.

Pseudotrajectories naturally appears in numerical simulations of dynamical systems. In-
deed if a diffeomorphism f (or vector field X) has the shadowing property, then approximate
trajectories, attained as a result of numerical simulation of a corresponding dynamical sys-
tem, reflects the behaviour of the system on infinite time interval.

Shadowing property plays important role in the smooth dynamical system theory. Indeed,
if diffeomorphisms f1, f2 (vector fields X1, X2) are close in the C1 topology then exact
trajectories of f2 (X2) are pseudotrajectories for f1 (X1), hence the shadowing property is a
weak analogue of structural stability.

Even that the most natural motivation of the shadowing property is justification of results
numerical simulation, initially it was introduced in the notion of chain-recurrent sets and in
structural stability theory.

It is well-known that dynamical systems have shadowing property in a neighborhood of
a hyperbolic set [3, 13]. This statement is often called the shadowing lemma. Structurally
stable systems have the shadowing property on the whole space [71, 90, 96]. Let us note
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that for the theory of structural stability it is important only the fact that pseudotrajectory
and exact trajectory are close, for numerical simulations it is important to know qualitative
characteristics of shadowing property and consider shadowing of pseudotrajectories of finite
length.

It is not difficult to construct examples of nonhyperbolic systems with the shadowing
property (see for instance [75, 79]), however in the modern theory of dynamical systems
it is believed that shadowing and hyperbolicity are almost equivalent. At the same time
shadowing property shows good results for much broader class of dynamical systems.

Hammel, Grebogi and York [32, 33] considered question about the length of shadowable
pseudotrajectories. In those works based on results of numerical simulations for logistics
map and Henon map authors formulate a conjecture on the length of shadowable pseudotra-
jectories.

Before the current work the structure of the C1-interior of the set of diffeomorphisms,
satisfying various shadowing properties was studied. In works [78,95] it was shown that such
an interior coincide with the set of structurally stable diffeomorphisms for the case of orbital
and standard shadowing properties. Let us also mention that Abdenur and Diaz [1] conjec-
tured that for a C1-generic diffeomorphism shadowing property is equivalent to structural
stability; they proved this conjecture for the case of tame diffeomorphisms.

Description of the set of diffeomorphisms with shadowing property (without passage to
the C1-interior) was available only variational shadowing property [75]; it is equivalent to
structural stability.

One of the important problem is the description of the set of periodic orbits of a dynamical
system. In this context it is natural to consider periodic shadowing property, in which we
consider shadowing of periodic pseudotrajectories by periodic exact trajectories. This notion
was introduced earlier, at the same time it is still not known if shadowing property implies
periodic shadowing property [43].

In order to support paradigm of equivalence of shadowing and hyperbolicity Bonatti,
Diaz and Turcat [11] constructed an example of partially hyperbolic diffeomorphism without
shadowing property. Hirsh, Pugh, Shub [38] proved that under some additional assumptions
(plaque expansivity and dynamical coherence) central foliation of a partially hyperbolic
diffeomorphism is leaf stable. At the same time it was not known which shadowing property
is satisfied for partially hyperbolic diffeomorphisms.

The main difference of the shadowing problem for vector fields from discrete dynami-
cal systems is necessity of reparametrisation of shadowing trajectories in the former case.
One more difference comes from the possibility of accumulation of closed trajectories to a
fixed point. As in the case of diffeomorphisms, vector fields have shadowing property in a
neighborhood of a hyperbolic set [3] and structurally stable vector fields have the shadowing
property on the whole manifold [71].

Described differences are essential in studying the shadowing property. For instance, in
the context of C1-interiors, it was known only that C1-interior of the set of vector fields
with shadowing property without fixed points consists only from structurally stable vector
fields [47], which is much weaker then corresponding results for diffeomorphisms. It is not
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known if the assumption of absence of fixed points is essential or is a drawback of the proof.
We consider shadowing property for actions of finitely generated groups. Note that this

notion was first time introduced in the work of the author in 2003 [82]. Since that it is widely
used in the literature, see for example [10, 44, 46, 51, 61, 62].

In this thesis we for the first time systematically study quantitative aspects of shadowing
property. We study the following problems in details.

• Quantitative properties of dependence between ε and d in the definition of the shad-
owing property for diffeomorphisms and vector fields.

• Properties of pseudotrajectories of finite length.

• The structure of the C1-interior of vector fields with shadowing property.

• Dependence from the type of reparametrisation of the shadowing property for vector
fields.

• Shadowing property for partially hyperbolic diffeomorphisms.

• Shadowing property in actions of finitely generated groups.

In Chapter 1 we study quantitative aspects of shadowing properties for diffeomorphisms.
We systematically study Lipschitz and Lipschitz periodic shadowing properties. We

proved that Lipschitz shadowing property is equivalent to structural stability and Lipschitz
periodic shadowing property is equivalent to Ω-stability. This result allows us to give a
complete description of the sets of diffeomorphisms with Lipschitz and Lipschitz periodic
shadowing properties. To prove those statements we developed new technique for studying
shadowing property using inhomogeneous linear equation.

We consider pseudotrajectories of finite length with the polynomial dependence between
size of the jump of a pseudotrajectory and precision of shadowing. We introduced the notion
of the Finite Holder Shadowing property and gave an upper bound for length of shadowable
pseudotrajectories, which agrees with the mentioned above conjecture by Hammel, Grebogi
and Yorke. In the proof we introduced notion of slow growth solution for inhomogeneous
linear equation and characterise it in terms of exponential dichotomy.

In Chapter 2 we study shadowing property for partially hyperbolic diffeomorphisms.
We introduce notion of the central shadowing property and prove that any dynamically

coherent partially hyperbolic diffeomorphism has the central showing property. To be more
precise we proved that any pseudotrajectory can be shadowed by a pseudotrajectory with
the jumps along the central foliation. This statement might be considered as the shadowing
lemma for partially hyperbolic diffeomorphism. Note that we do not assume that central
foliation is Lipschitz.

We consider special type of partially hyperbolic system: linear skew products. For the
case of nonzero Lyapunov exponent we gave sharp bounds on the length of shadowable
pseudotrajectories. This result allows us to suggest that multidimensional analog of the
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mentioned above conjecture by Hammel, Grebogi and Yorke is not correct. We reduce the
shadowing problem in this case to gambler’s ruin problem for random walk.

In Chapter 3 we study shadowing property for vector fields.
We constructed an example of not structurally stable vector field on 4-dimensional mani-

fold S2×S2, satisfying the oriented shadowing property together with all its small perturba-
tions. This example shows that there is an essential difference between shadowing problem
for diffeomorphisms and vector fields.

Note that constructed example is in a certain sense unique. In my Ph. D. thesis the
following statements was proved: (1) on manifolds of dimension not greater than 3 vector
fields satisfying the oriented shadowing property together with C1-small perturbations are
structurally stable; (2) vector fields without special semilocal construction (B-sisters) satis-
fying the oriented shadowing property together with C1-small perturbations are structurally
stable. In this thesis we proved that vector fields satisfying the oriented shadowing property
together with C1-small perturbations are Ω-stable.

We constructed an example of a vector field satisfying the oriented shadowing property
and not satisfying the standard shadowing property. The only difference between those
shadowing properties is in the restrictions on reparametrisations of shadowing trajectory.
The question of existence of such a vector field was posed by Komuro in 1984 [41].

In Chapter 4 we study Lipschitz and Lipschitz periodic shadowing properties for vector
fields. We proved that the Lipschitz shadowing property is equivalent to structural stability
and Lipschitz periodic shadowing property is equivalent to Ω-stability. The statements are
similar for the case of diffeomorphisms. At the same time the proof is quite different due to
the following facts: shadowing problem has different nature in neighborhoods of fixed points
and closed trajectories; we need to exclude accumulation of closed trajectories to fixed points.

In Chapter 5 we introduce and study shadowing property for actions of finitely generated
groups. We show that the shadowing problem depends not only of hyperbolicity of an action
but from the structure of the group as well. In particular the following results were obtained.
We prove that for nilpotent groups if action of one element has the shadowing property and
expansivity then the action of the whole group have the shadowing property. We consider
an example of action of Baumslag-Solitar group, where shadowing property depends on
quantitative characteristics of hyperbolicity of actions of particular elements We proved that
any linear action of a non abelian free group does not have shadowing property.
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Chapter 1

Lipschitz shadowing for
diffeomorphisms

1.1 Basic Definitions

Let (M, dist) be a metric space. Let f :M → M be a homeomorphism.
Consider an interval I = (a, b), where a ∈ Z ∪ {−∞}, b ∈ Z ∪ {+∞}. We say that

sequence of points {xk}k∈I is an exact trajectory (or simply a trajectory) if for some x ∈ M
the following equalities hold:

xk = fk(x), k ∈ I.

Definition 1.1. For d > 0 we call a sequence of points {yk}k∈I a d-pseudotrajectory if the
following inequalities hold

dist(yk+1, f(yk)) < d, k ∈ Z, k, k + 1 ∈ I.

We are interested under which conditions for a pseudotrajectory there exists a close exact
trajectory.

Definition 1.2. For ε > 0 and a d-pseudotrajectory {yk}k∈I . We say that exact trajectory
{xk}k∈I ε-shadows {yk} if the following inequalities hold

dist(xk, yk) < ε. k ∈ I.

Definition 1.3. We say that f has the standard shadowing property on a set V ⊂M if for
any ε > 0 there exists d > 0 such that for any d-pseudotrajectory {yk}k∈Z ⊂ V there exists
a trajectory {xk}k∈Z ⊂M , which ε-shadows it:

dist(xk, yk) < ε, k ∈ Z. (1.1)

If V = M we simply say that f has the standard shadowing property. Denote set of all
diffeomorphisms satisfying the standard shadowing property by StSh.
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It will be of a special interest for us the case when dependence between ε and d in the
Definition 1.3 is Lipschitz.

Definition 1.4. We say that f has the Lipschitz shadowing property on a set V ⊂ M if
there exist constants L, d0 > 0 with the following property: For any d-pseudotrajectory
{yk}k∈Z ⊂ V with d ≤ d0 there exists an exact trajectory {xk}k∈Z ⊂ M , which Ld-shadows
it:

dist(yk, xk) ≤ Ld, k ∈ Z. (1.2)

If U = M we simply say that f has the Lipschitz shadowing property. Denote set of all
diffeomorphisms satisfying the Lipschitz shadowing property by LipSh.

Together with the shadowing property the following notion plays important role for us.

Definition 1.5. We say that a diffeomorphism f is expansive on a set V ⊂M if there exists
a positive number a (expansivity constant) such that if two trajectories xk, yk belonging to
V satisfy the inequalities

dist(fk(x), fk(y)) ≤ a. k ∈ Z

then xk = yk for all k ∈ Z. If V =M we simply say that f is expansive.

In most part of the text (Chapters 1–4) we are concentrated on the case, when M is
a smooth compact manifold of class C∞ without boundary with Riemannian metric dist.
Endow Diff1(M) by the C1-topology. For a set P ⊂ Diff1(M) we denote by Int1(P ) its
C1-interior. Denote by TxM the tangent space of M at a point x; let |v|, v ∈ TxM , be the
norm of v generated by the metric dist. For any x ∈M , ε > 0 we denote Bε(x) = {y ∈M :
dist(x, y) ≤ ε}. Consider a diffeomorphism f ∈ Diff1(M).

In the shadowing theory one of the central role is played by the notion of hyperbolicity.

Definition 1.6. We say that a compact invariant set Λ ⊂ M is hyperbolic if there exist
numbers C > 0, λ ∈ (0, 1) and a decomposition of a tangent bundle TxM = Es

x ⊕ Eu
x for

x ∈ Λ such that

1. Df(x)Es,u
x = Es,u

f(x) for x ∈ Λ;

2. |Dfk(x)vs| ≤ Cλk|vs| for x ∈ Λ, vs ∈ Es
x, k ≥ 0.

3. |Df−k(x)vu| ≤ Cλk|vu| for x ∈ Λ, vu ∈ Eu
x , k ≥ 0.

The so-called shadowing lemma [3, 13] tells that in a neighborhood of a hyperbolic set
diffeomorphism has the shadowing property, moreover shadowing property is Lipschitz [72].

Theorem 1.1. If Λ is a hyperbolic set for a diffeomorphism f , then there exists a neigh-
borhood V of Λ such that f has the Lipschitz shadowing property on V and is expansive
on V .

For us will be important the notion of structural stability.
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Definition 1.7. We say that a diffeomorphism f ∈ Diff1(M) is struclurally stable if there
exists a neighborhood U ⊂ Diff1(M) of f such that for any g ∈ U there exists a homeomor-
phism h :M →M such that h ◦ f = g ◦ h.

Notion of structural stability is strongly related to the notion of hyperbolicity. It is
known that diffeomorphism f is structurally stable iif it satisfies Axiom A (hyperbolicity
of nonwondering set and density of periodic orbits in nonwondering set) and the strong
transversality condition [56, 89].

Moreover structurally stable diffeomorphsims satisfy the shadowing property on the whole
manifold [90, 96].

Theorem 1.2. Structurally stable diffeomorphisms satisfy the Lipschitz shadowing property.

At the same time, it is easy to give an example of a diffeomorphism that is not structurally
stable but has the standard shadowing property (see [75], for instance). Thus, structural
stability is not equivalent to shadowing.

One of possible approaches in the study of relations between shadowing and structural
stability is the passage to C1-interiors. At present, it is known that the C1-interior of the set
of diffeomorphisms having shadowing property coincides with the set of structurally stable
diffeomorphisms [95]. Later, a similar result was obtained for orbital shadowing property
(see [78] for details). Abdenur and Diaz conjectured that a C1-generic diffeomorphism with
the shadowing property is structurally stable; they have proved this conjecture for so-called
tame diffeomorphisms [1].

In the present chapter we are interested in relation between shadowing and structural
stability without perturbations in the C1-topology.

Let us mention that recently it was proved that the so-called variational shadowing is
equivalent to structural stability [75].

1.2 Inhomogeneous linear equation

In this paragraph we are going to introduce the main technical tool of this chapter – inho-
mogenious linear equation, and discuss its relation to structural stability.

Consider Euclidian spaces En∈Z of dimension m and a sequence A = {An∈Z : En → En+1}
of linear isomorphisms satisfying for some R > 0 the following inequalities

‖An‖, ‖A
−1
n ‖ < R, n ∈ Z. (1.3)

Definition 1.8. We say that a sequence A has slow growth property with exponent γ > 0
(A ∈ SG(γ)) if there exists a constant L > 0 such that for any i ∈ Z, N > 0 and a sequence
{wk ∈ Ek}k∈[i+1,i+N ], |wk| ≤ 1 there exists a sequence {vk ∈ Ek}k∈[i,i+N ] satisfying

vk+1 = Akvk + wk+1, k ∈ [i, i+N − 1], (1.4)

|vk| ≤ LNγ , k ∈ [i, i+N ]. (1.5)

If A ∈ SG(γ) with γ ∈ [0, 1) we say that it has sublinear growth property. If A ∈ SG(0) we
say that it has bounded solution property.

9



We have not found analogues of the notion of slow growth property in the literature. At
the same time the notion of bounded solution property was widely investigated, for example
see [8, 16, 18, 52, 66–68, 84].

To characterize sequences satisfying sublinear growth property we need notion of expo-
nential dichotomy (see [18], for some generalisations see [8]).

Definition 1.9. We say that a sequence A has exponential dichotomy on Z+ if there exist
numbers C > 0, λ ∈ (0, 1) and a decomposition Ek = Es,+

k ⊕Eu,+
k , k ≥ 0 such that

Eσ,+
k+1 = AkE

σ,+
k , k ≥ 0, σ ∈ {s, u},

|Ak+l−1 · . . . Akv
s
k| ≤ Cλl|vsk|, k ≥ 0, l > 0, vsk ∈ Es,+

k , (1.6)

|Ak+l−1 · . . . Akv
u
k | ≥

1

C
λ−l|vuk |, k ≥ 0, l > 0, vuk ∈ Eu,+

k . (1.7)

Similarly we say that A has exponential dichotomy on Z− if there exist numbers C > 0,
λ ∈ (0, 1) and a decomposition Ek = Es,−

k ⊕Eu,−
k , k ≤ 0 such that

Eσ,−
k+1 = AkE

σ,−
k , k < 0, σ ∈ {s, u},

|Ak+l−1 · . . . Akv
s
k| ≤ Cλl|vsk|, l > 0, l + k < 0, vsk ∈ Es,−

k ,

|Ak+l−1 · . . . Akv
u
k | ≥

1

C
λ−l|vuk |, l > 0, l + k < 0, vuk ∈ Eu,−

k .

Denote by P s,+
k the projection with the range Es,+

k and kernel Eu,+
k . Similarly we define

P u,+
k , P s,−

k , P u,−
k .

Remark 1.3. It is easy to show that there exists H > 0 such that (see for instance [40,
Lemma 3.1], [106, Remark 2.3])

|P σ,a
k vk| ≤ H|vk|, vk ∈ Ek, σ ∈ {s, u}, a ∈ {+,−}, k ∈ Za.

Remark 1.4. In Definition 1.9 we do not require the uniqueness of Es,+
k , Es,−

k , Eu,+
k , Eu,−

k .
At the same time if A has exponential dichotomy on Z+ then Es,+

k is uniquely defined and
if A has exponential dichotomy on Z− then Eu,−

k is uniquely defined [68, Proposition 2.3].

Recently the following were shown [106, Theorem 1, 2]:

Theorem 1.5. A sequence A has bounded solution property if and only if the following two
conditions hold:

(ED) A has exponential dichotomy both on Z+ and Z−.

(TC) The corresponding spaces Es,+
0 , Eu,−

0 satisfy the following transversality condition

Es,+
0 + Eu,−

0 = E0.
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Theorem 1.6. The following statements are equivalent.

(i) A has exponential dichotomy on Z+ (Z−).

(ii) There exists L > 0 such that for any sequence {wk ∈ Ek}, k ≥ 0 (k ≤ 0), satisfying
|wk| ≤ 1 there exists sequence {vk ∈ Ek}k∈Z such that |vk| ≤ L and

vk+1 = Akvk + wk+1 (1.8)

for k ≥ 0 (k ≤ 0).

Remark 1.7. Such type of results were also considered in [17,40,68,99], however we were not
able to find in earlier literature statements which imply Theorems 1.5, 1.6. Similar results not
for sequences of isomorphisms but for inhomogeneous linear systems of differential equations
were obtained in [18, 52, 68, 84]. The relation between discrete and continuous settings is
discussed in [73].

For us will be important connection between Exponential dichotomy and Structural sta-
bility.

First we introduce some notation. For a point x ∈M , define the following two subspaces
of TxM :

B+(x) = {v ∈ TxM : |Dfk(x)v| → 0, k → +∞}

and
B−(x) = {v ∈ TxM : |Dfk(x)v| → 0, k → −∞}.

Proposition 1.8. [Mañé, [54]]. The diffeomorphism f is structurally stable if and only if

B+(x) +B−(x) = TpM

for any p ∈M .

1.3 Sublinear growth property

In this paragraph we prove the following theorem, which is interesting by itself without
relation to shadowing property [104].

Theorem 1.9. If a sequence A has sublinear growth property then it satisfies properties
(ED) and (TC).

As a consequence of this theorem we conclude that sublinear growth property and
bounded solution property are in fact equivalent.

Remark 1.10. Note that sequences A ∈ SG(1) do not necessarily satisfy condition (ED).
A trivial example in arbitrary dimension is A = {Ak = Id}.

Proof of Theorem 1.9. Let us first prove the following.
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Lemma 1.11. If a sequence A satisfies slow growth property and (ED) then it satisfies (TC).

Proof. Let L, γ > 0 be the constants from the definition of slow growth property and let
C > 0, λ ∈ (0, 1) be the constants from the definition of exponential dichotomy on Z±.
Let H be the constant from Remark 1.3 for exponential dichotomies on Z±. Assume that
Es,+

0 + Eu,−
0 6= E0. Let us choose a vector η ∈ E0 \ (E

s,+
0 + Eu,−

0 ) satisfying |η| = 1. Denote
a = dist(η, Es,+

0 + Eu,−
0 ). Consider the sequence {wk ∈ Ek}k∈Z defined by the formula

wk =

{

0, k 6= 0,

η, k = 0.

Take N > 0 and an arbitrary solution {vk}k∈[−N,N ] of

vk+1 = Akvk + wk, k ∈ [−N,N − 1]. (1.9)

Denote vs,+k = P s,+
k vk, v

u,+
k = P u,+

k vk for k ≥ 0. Since wk = 0 for k > 0 we conclude

|vu,+N | ≥
1

C
λ−(N−1)|vu,+0 |

and hence

|vN | ≥
1

H

1

C
λ−(N−1)|vu,+0 |. (1.10)

Similarly we denote vs,−k = P s,−
k vk, v

u,−
k = P u,−

k vk, for k ≤ 0 and conclude

|v−N | ≥
1

H

1

C
λ−(N−1)|vs,−−1 |. (1.11)

Equality (1.9) implies that
v0 = A−1v−1 + η

and hence
max(dist(v0, E

s,+
0 + Eu,−

0 ), dist(A−1v−1, E
s,+
0 + Eu,−

0 )) ≥ a/2.

From this inequality it is easy to conclude that

vu,+0 ≥
1

H

a

2
or vs,−−1 ≥

1

R

1

H

a

2
. (1.12)

Inequalities (1.10)-(1.12) imply that

max(|vN |, |v−N |) ≥
1

H

1

C
λ−(N−1) 1

R

1

H

a

2
.

Note that for large enough N the right hand side of this inequality is greater than L(2N+1)γ

which contradicts to the sublinear growth property.

Now let us pass to the proof of Theorem 1.9. We prove this statement by induction
over m (dimension of the Euclidian spaces). First we prove the following.
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Lemma 1.12. Theorem 1.9 holds for m = 1.

Proof. Choose a vector e0 ∈ E0, |e0| = 1 and consider the sequence {ek ∈ Ek}k∈Z defined by
the relations

ek+1 =
Akek
|Akek|

, e−k−1 =
A−1

−k−1e−k

|A−1
−k−1e−k|

k ≥ 0. (1.13)

Let λk = |Akek|. Inequalities (1.3) imply that

λk ∈ (1/R,R), k ∈ Z. (1.14)

Denote
Π(k, l) = λk · · · · · λk+l−1, k ∈ Z, l ≥ 1. (1.15)

Let us prove the following lemma, which is the heart of the proof of Theorem 1.9.

Lemma 1.13. If m = 1 and A satisfies sublinear growth property then there exists N > 0
such that for any i ∈ Z

Π(i, N) > 2 or Π(i+N,N) < 1/2.

Proof. Let us fix i ∈ Z, N > 0 and consider the sequence

wk = −ek, k ∈ [i+ 1, i+ 2N + 1].

By sublinear growth property there exists a sequence {vk}k∈[i,i+2N+1] satisfying

vk+1 = Akvk + wk, |vk| ≤ L(2N + 1)γ, k ∈ [i, i+ 2N ].

Let vk = akek, where ak ∈ R, then

ak+1 = λkak − 1, |ak| ≤ L(2N + 1)γ, k ∈ [i, i+ 2N ]. (1.16)

Those relations easily imply the following

Proposition 1.14. If ak ≤ 0 for some k ∈ [i, i+ 2N − 1] then ak+1 < 0.

Below we prove the following: There exists a large N > 0 (depending only on R, L, γ)
such that

Case 1. if ai+N−1 ≥ 0 then Π(i, N) > 2,

Case 2. if ai+N−1 < 0 then Π(i+N,N) < 1/2.

We give the proof of the case 1 in details, the second case is similar. Proposition 1.14 implies
that ai, . . . , ai+N−2 > 0, ai+N−1 ≥ 0. Relation (1.16) implies that

λk =
ak+1 + 1

ak
, k ∈ [i, i+N − 1].
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The following relations hold (compare with (1.84))

Π(i, N) =
ai+1 + 1

ai

ai+2 + 1

ai+1

. . .
ai+N−1 + 1

ai+N−2

=

=
1

ai

ai+1 + 1

ai+1

ai+2 + 1

ai+2

. . .
ai+N−2 + 1

ai+N−2

(ai+N−1 + 1) =

=
ai+N−1 + 1

ai

i+N−2
∏

k=i+1

ak + 1

ak
≥

1

L(2N + 1)γ

(

1 +
1

L(2N + 1)γ

)N−2

.

Denote the latter expression by Gγ(N). The inclusion γ ∈ (0, 1) implies that

lim
N→+∞

Gγ(N) = +∞ (1.17)

and for large enough N the inequality Gγ(N) > 2 holds, which completes the proof of Case 1.

Remark 1.15. In relation (1.17) we essentially use that γ ∈ (0, 1); for γ ≥ 1 it does not
hold.

Lemma 1.16. Let N be the number from Lemma 1.13.

(i) If Π(i, N) > 2 then Π(i−N,N) > 2.

(ii) If Π(i, N) < 1/2 then Π(i+N,N) < 1/2.

Proof. We prove statement (i); the second one is similar. Lemma 1.13 implies that either
Π(i − N,N) > 2 or Π(i, N) < 1/2. By the assumptions of Lemma 1.16 the second case is
not possible and hence Π(i−N,N) > 2.

Now let us complete the proof of Lemma 1.12. It is easy to conclude from Lemmas 1.13,
1.16 that one of the following cases holds.

Case 1. For all i ∈ Z the inequality Π(i, N) > 2 holds. Then

Π(i, l) ≥ RN−1(21/N )l, i ∈ Z, l > 0

and hence A has exponential dichotomy on Z± with the splitting

Es,±
k = {0}, Eu,±

k = 〈ek〉 , k ∈ Z.

Case 2. For all i ∈ Z the inequality Π(i, N) < 1/2 holds. Similarly to the previous case A has
exponential dichotomy on Z± with the splitting

Es,±
k = 〈ek〉 , Eu,±

k = {0}.
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Case 3. There exist i1, i2 ∈ Z such that

Π(i1, N) > 2, Π(i2, N) < 1/2.

Similarly to Case 1 the following inequality holds

Π(k, l) ≥ RN−1(21/N)l, k + l < i1, l > 0

and hence
Π(k, l) ≥ R|i1|+N−1(21/N )l, k + l < 0, l > 0.

The last inequality implies that A has exponential dichotomy on Z− with the splitting

Es,−
k = {0}, Eu,−

k = 〈ek〉 , k ≤ 0.

Similarly A has exponential dichotomy on Z+ with the splitting

Es,+
k = 〈ek〉 , Eu,+

k = {0}, k ≥ 0.

In all of those cases Lemma 1.12 is proved.

Now let us continue the proof of Theorem 1.9. Assume that Theorem 1.9 is proved for
dimEk ≤ m. Below we prove it for dimEk = m+ 1.

Let us choose a unit vector e0 ∈ E0 and consider the vectors {ek}k∈Z defined by rela-
tions (1.13). Denote λk = |Akek|. Similarly to Lemma 1.12 inclusions (1.14) hold. For k ∈ Z
let Sk be the orthogonal complement of ek in Ek and let Qk be the orthogonal projection onto
Sk. Note that dimSk = m. Consider the linear operators Bk : Sk → Sk+1, Dk : Sk → 〈ek+1〉
defined by the following

Bk = Qk+1Ak, Dk = (Id−Qk+1)Ak, k ∈ Z.

Note that B−1
k = Qk−1A

−1
k and

‖Bk‖, ‖B
−1
k ‖, ‖Dk‖ < R. (1.18)

For any vector b ∈ Ek denote by b⊥ = Pkb, b1 = b− b⊥. We also write b = (b⊥, b1). In such
notation equations (1.4) are equivalent to

v⊥k+1 = Bkv
⊥
k + w⊥

k+1, (1.19)

v1k+1 = λkv
1
k +Dkv

⊥
k + w1

k+1. (1.20)

Let us prove that the sequence {Bk} satisfies property SG(γ). Indeed, fix i ∈ Z, N > 0
and consider an arbitrary sequence {w⊥

k ∈ Sk}k∈[i+1,i+N+1] with |w⊥
k | ≤ 1. Consider the

sequence {wk ∈ Ek}k∈[i+1,i+N+1] defined by wk = w⊥
k . By the sublinear growth property

there exists a sequence {vk ∈ Ek}k∈[i,i+N+1] satisfying (1.4), (1.5) and hence (1.19). Recalling
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that |v⊥k | ≤ |vk| we conclude that the sequence {Bk} satisfies sublinear growth property and
hence by the induction assumption if satisfies conditions (ED) and (TC) from Theorem 1.5.

Below we prove that A has exponential dichotomy on Z+. Let {Bi} satisfy exponential
dichotomy on Z+ with constants C > 0, λ ∈ (0, 1) and splitting Sk = Ss,+

k ⊕ Su,+
k . Let H1

be the constant from Remark 1.3 for this splitting.
First we prove that there exists a big N > 0 such that for any i ≥ 2N the following

inequality hold
Π(i, N) > 2 or Π(i−N,N) < 1/2, (1.21)

where Π(k, l) is defined by (1.15).
Let us choose N > 0 satisfying

CλNH1L(4N)γ < 1/(4R). (1.22)

and consider some i ≥ 2N . Define a sequence {wk = −ek}k∈[i−2N,i+2N ]. By slow growth
property there exists a sequence {vk = (v⊥k , v

1
k)}k∈[i−2N,i+2N+1] satisfying the following for

k ∈ [i− 2N, i+ 2N ]:
v⊥k+1 = Bkv

⊥
k (1.23)

v1k+1 = λkv
1
k +Dkv

⊥
k − 1, (1.24)

|vk| < L(4N)γ . (1.25)

Represent v⊥k = v⊥,s
k + v⊥,u

k , where v⊥,s
k ∈ Ss,+

k , v⊥,u
k ∈ Su,+

k . Applying relations (1.23), (1.25)
and Remark 1.3 we conclude that

|v⊥,s
k |, |v⊥,u

k | < H1L(4N)γ , k ∈ [i− 2N, i+ 2N ].

Exponential dichotomy of {Bi} implies that

|v⊥,s
k |, |v⊥,u

k | < CλNH1L(4N)γ, k ∈ [i−N, i+N ].

By inequality (1.22) we conclude that

|v⊥,s
k |, |v⊥,u

k | < 1/(4R), k ∈ [i−N, i+N ]

and hence
|v⊥k | < 1/(2R), k ∈ [i−N, i+N ]. (1.26)

Denote bk = Dkv
⊥
k − 1. Inequalities (1.18) and (1.26) imply that

bk ∈ (−3/2,−1/2), k ∈ [i−N, i+N ].

Using those inclusions, relations (1.24), (1.25) and arguing similarly to Lemma 1.13 (increas-
ing N if necessarily) we conclude relation (1.21).

Arguing similarly to the proof of Lemma 1.12 we conclude that the linear operators
generated by λi have exponential dichotomy on Z+.
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Let us show that A has exponential dichotomy on Z+. Consider an arbitrary sequence

{wk = (w⊥
k , w

1
k) ∈ Ek}k≥0, |wk| ≤ 1.

Since {Bk} has exponential dichotomy on Z+, by Theorem 1.6 there exists a sequence {v⊥k ∈
Sk}k≥0, satisfying (1.19) and |vk| ≤ L1, where L1 > 0 does not depend on {wk}. Inequality
(1.18) implies that

|Dkv
⊥
k + w1

k+1| ≤ L1R + 1, k ≥ 0.

Since linear operators generated by λk have exponential dichotomy on Z+, by Theorem 1.6
there exists {v1k ∈ R} such that for k ≥ 0 equalities (1.20) hold and |v1k| ≤ L2(L1R + 1),
where L2 does not depend on {wk}.

Hence for k ≥ 0 the sequence vk = (v⊥k , v
1
k) satisfies (1.8) and

|vk| ≤ |v⊥k |+ |v1k| ≤ L2(L1R + 1) + L1.

Theorem 1.6 implies that A has exponential dichotomy on Z+.
Similarly A has exponential dichotomy on Z− and hence satisfies property (ED). By

Lemma 1.11 the sequence A also satisfies property (TC). This completes the induction step
and the proof of Theorem 1.9.

It follows from Proposition 1.8 and Theorem 1.9

Theorem 1.17. If for any trajectory xk of a diffeomorphism f the sequence A = {Ak =
D f(xk)} satisfies sublinear growth property then f is structurally stable.

1.4 Lipschitz shadowing

In this paragraph, we study the relation between Lipschitz shadowing property and structural
stability without the passage to C1 topology. We show that Lipschitz shadowing property
is equivalent to structural stability [81].

Theorem 1.18. The following two statements are equivalent:

(1) f has Lipschitz shadowing property;

(2) f is structurally stable.

As a corollary, we show that an expansive diffeomorphism having Lipschitz shadowing
property is Anosov.

Corollary 1.19. The following two statements are equivalent:

(1) f is expansive and has Lipschitz shadowing property;

(2) f is Anosov.
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Let us mention that Ombach [60] and Walters [108] showed that a diffeomorphism f is
Anosov if and only if f has shadowing property and is strongly expansive (which means
that all the diffeomorphisms in a C1-small neighborhood of f are expansive with the same
expansivity constant).

Proof of the Corollary 1.19. The implication (2) ⇒ (1) is well known (see, for example, [72]).
By our theorem, condition (1) of the corollary implies that f is structurally stable, and it was
shown by Mañé that an expansive structurally stable diffeomorphism is Anosov (see [53]).

Now we pass to the proof of the main theorem.
The implication (2) ⇒ (1) is well known (see, for example, [72]).
The proof of the implication (1) ⇒ (2) is trivial consequence of Theorem 1.17 and the

following lemma.

Lemma 1.20. If f has the Lipschitz shadowing property with constants L, d0, then for
any sequence {wk ∈ TpkM, k ∈ Z} such that |wk| < 1, k ∈ Z, there exists a sequence
{vk ∈ TpkM, k ∈ Z} such that

|vk| ≤ 8L+ 1, vk+1 = Akvk + wk, k ∈ Z. (1.27)

To prove Lemma 1.20, we first prove the following statement.

Lemma 1.21. Assume that f has the Lipschitz shadowing property with constants L, d0.
Fix a trajectory {xk} and a natural number n. For any sequence {wk ∈ TpkM, k ∈ [−n, n]}
such that |wk| < 1 for k ∈ [−n, n] and wk = 0 for k /∈ [−n, n] there exists a sequence
{zk ∈ TpkM, k ∈ Z} such that

|zk| ≤ 8L+ 1, k ∈ Z, (1.28)

and
zk+1 = Akzk + wk, k ∈ [−n, n]. (1.29)

Proof. First we locally “linearize” the diffeomorphism f in a neighborhood of the trajectory
{xk}.

Let exp be the standard exponential mapping on the tangent bundle of M and let expx :
TxM →M be the corresponding exponential mapping at a point x.

We introduce the mappings

Fk = exp−1
pk+1

◦f ◦ exppk
: Txk

M → Txk+1
M. (1.30)

It follows from the standard properties of the exponential mapping that D expx(0) = Id;
hence, DFk(0) = Ak. Since M is compact, for any µ > 0 we can find δ > 0 such that if
|v| ≤ δ, then

|Fk(v)−Akv| ≤ µ|v|. (1.31)

Denote by B(r, x) the ball in M of radius r centered at a point x and by BT (r, x) the
ball in TxM of radius r centered at the origin.
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There exists r > 0 such that, for any x ∈ M , expx is a diffeomorphism of BT (r, x) onto
its image, and exp−1

x is a diffeomorphism of B(r, x) onto its image. In addition, we may
assume that r has the following property.

If v, w ∈ BT (r, x), then
dist(expx(v), expx(w))

|v − w|
≤ 2; (1.32)

if y, z ∈ B(r, x), then
| exp−1

x (y)− exp−1
x (z)|

dist(y, z)
≤ 2. (1.33)

Now we pass to construction of pseudotrajectories; every time, we take d so small that
the considered points of our pseudotrajectories, points of shadowing trajectories, their “lifts”
to tangent spaces etc belong to the corresponding balls B(r, xk) and BT (r, xk) (and we do
not repeat this condition on the smallness of d).

Fix a sequence wk having the properties stated in Lemma 1.21. Consider the sequence
{∆k ∈ TpkM, k ∈ [−n, n + 1]} defined as follows:

{

∆−n = 0,

∆k+1 = Ak∆k + wk, k ∈ [−n, n].
(1.34)

Let Q = maxk∈[−n,n+1] |∆k|.
Fix a small d > 0 and construct a pseudotrajectory {ξk} as follows:











ξk = exppk
(d∆k), k ∈ [−n, n + 1],

ξl = f l+n(ξ−n), l ≤ −n− 1,

ξl = f l−n−1(ξn+1), l > n+ 1.

Note that definition (1.34) of the vectors ∆k and condition (1.32) imply that if d is small
enough, then the following inequality holds:

dist(ξk+1, expxk+1
(dAk∆k)) < 2d.

Since

f(ξk) = expxk+1
(Fk(d∆k)),

condition (1.31) with µ < 1 implies that if d is small enough, then

dist(expxk+1
(dAk∆k), f(ξk)) < 2d.

Hence,

dist(f(ξk), ξk+1) ≤ 4d.

Let us note that the required smallness of d is determined by the chosen trajectory {xk},
the sequence wk, and the number n.
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The Lipschitz shadowing property of f implies that if d is small enough, then there exists
an exact trajectory {yk} such that

dist(ξk, yk) ≤ 4Ld, k ∈ [−n, n+ 1]. (1.35)

Consider the finite sequence

{tk =
1

d
exp−1

xk
(yk), k ∈ [−n, n + 1]}.

Inequalities (1.35) and (1.33) imply that

|∆k − tk| < 8L. (1.36)

Consider the finite sequence {bk ∈ Txk
M, k ∈ [−n, n + 1]} defined as follows:

b−n = t−n, bk+1 = Akbk, k ∈ [−n, n]. (1.37)

Obviously, the following inequalities hold for k ∈ [−n, n + 1]:

dist(yk, xk) ≤ dist(yk, ξk) + dist(xk, ξk) ≤ 4Ld+ 2d|∆k| ≤ 2(Q+ 2L)d.

These inequalities and inequalities (1.33) imply that

|tk| ≤ 4(Q+ 2L). (1.38)

Take µ1 > 0 such that

((N + 1)2n + (N + 1)2n−1 + · · ·+ 1)µ1 < 1, (1.39)

where N = sup ‖Ak‖.
Set

µ =
µ1

4(Q+ 2L)

and consider d so small that inequality (1.31) holds for δ = 4(Q+ 2L)d.
The definition of the vectors tk implies that dtk+1 = Fk(dtk); since

|dtk| ≤ 4d(Q+ 2L)

by (1.38), we deduce from estimate (1.31) applied to v = dtk that

|dtk+1 − dAktk| ≤ µd|tk|.

Now we deduce from inequalities (1.38) that

|tk+1 − Aktk| ≤ 4µ(Q+ 2L) = µ1, k ∈ [−n, n]. (1.40)
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Consider the sequence ck = tk − bk. Note that c−n = 0 by (1.37). Estimates (1.40) imply
that |ck+1 − Akck| ≤ µ1. Hence,

|ck| ≤ ((N + 1)2n + (N + 1)2n−1 + · · ·+ 1)µ1 < 1, k ∈ [−n, n].

Thus,

|tk − bk| < 1. (1.41)

Consider the sequence {zk ∈ TpkM, k ∈ Z} defined as follows:

{

zk = ∆k − bk, k ∈ [−n, n + 1],

zk = 0, k /∈ [−n, n + 1].

Inequalities (1.36) and (1.41) imply estimate (1.28), while equalities (1.34) and (1.37)
imply relations (1.29). Lemma 1.21 is proved.

Proof of Lemma 1.20. Fix n > 0 and consider the sequence

w
(n)
k =

{

wk, k ∈ [−n, n],

0, |k| > n.

By Lemma 1.21, there exists a sequence {z(n)k ∈ TpkM, k ∈ Z} such that

|z(n)k | ≤ 8L+ 1, k ∈ Z, (1.42)

and

z
(n)
k+1 = Akz

(n)
k + w

(n)
k , k ∈ [−n, n]. (1.43)

Passing to a subsequence of {z(n)k }, we can find a sequence {vk ∈ TpkM, k ∈ Z} such that

vk = lim
n→∞

z
(n)
k , k ∈ Z.

(Let us note that we do not assume uniform convergence.) Passing to the limit in estimates
(1.42) and equalities (1.43) as n→ ∞, we get relations (1.27). Lemma 1.20 and our theorem
are proved.

1.5 Hölder shadowing

In this paragraph we study pseudotrajectories of finite length. Note that currently such
pseudotrajectories are almost not investigated. This problem is strongly related to the
dependence between ε and d in the Definition 1.3. We study shadowing properties on finite
intervals with polynomial dependence of ε and d and give an upper bound for the length of
shadowable pseudotrajectories for non-hyperbolic systems.
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Definition 1.10. We say that f has the Finite Hölder shadowing property with exponents
θ ∈ (0, 1), ω ≥ 0 (FinHolSh(θ, ω)) if there exist constants d0, L, C > 0 such that for any
d < d0 and d-pseudotrajectory {yk}k∈[0,Cd−ω] there exists a trajectory {xk}k∈[0,Cd−ω] such
that

dist(xk, yk) < Ldθ, k ∈ [0, Cd−ω].

Note that previously S. Hammel, J. Yorke and C. Grebogi based on results of numerical
experiments conjectured the following [32, 33]:

Conjecture 1.1. A typical dissipative map f : R2 → R2 satisfies FinHolSh(1/2, 1/2).

In this paragraph we prove the following theorem [104].

Theorem 1.22. If a diffeomorphism f ∈ C2 satisfies FinHolSh(θ, ω) with

θ > 1/2, θ + ω > 1 (1.44)

then f is structurally stable.

Conjecture 1.1 suggests that Theorem 1.22 cannot be improved.
Theorem 1.22 has an interesting consequence even for the case of infinite pseudotrajec-

tories.

Definition 1.11. We say that f has Hölder shadowing property with exponent θ ∈ (0, 1)
(HolSh(θ)) if there exist constants d0, L > 0 such that for any d < d0 and d-pseudotrajectory
{yk}k∈Z there exists a trajectory {xk}k∈Z such that inequalities (1.1) hold with ε = Ldθ.

It is easy to see that for any θ ∈ (0, 1) and ω ≥ 0 the following inclusions hold

SS = LipSh ⊂ HolSh(θ) = FinHolSh(θ,+∞) ⊂ FinHolSh(θ, ω),

where SS denotes the set of structurally stable diffeomorphisms and LipSh, HolSh, FinHolSh
denote sets of diffeomorphisms satisfying the corresponding shadowing properties.

The following theorem is a straightforward consequence of Theorem 1.22.

Theorem 1.23. If a diffeomorphism f ∈ C2 satisfies HolSh(θ) with θ > 1/2 then f is
structurally stable.

Note that this theorem generalizes Theorem 1.18. Let us also mention a related work [42],
where some consequences of Hölder shadowing for 1-dimensional maps were proved.

It is worth to mention a relation between Theorem 1.23 and a question suggested by
Katok:

Question 1.1. Is every diffeomorphism that is Hölder conjugate to an Anosov diffeomor-
phism itself Anosov?

Recently it was shown that in general the answer to Question 1.1 is negative [27]. At the
same time the following positive result was proved in [27].
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Theorem 1.24. A C2-diffeomorphism that is conjugate to an Anosov diffeomorphism via
Hölder conjugacy h is Anosov itself, provided that the product of Hölder exponents for h and
h−1 is greater than 1/2.

It is easy to show that diffeomorphisms which are Hölder conjugate to a structurally sta-
ble one satisfy Hölder shadowing property. As a consequence of Theorem 1.23 we prove
that a C2-diffeomorphism that is conjugate to a structurally stable diffeomorphism via
Hölder conjugacy h is structurally stable itself, provided that the product of Hölder exponents
for h and h−1 is greater than 1/2, which generalizes Theorem 1.24.

In order to prove Theorem 1.22 we prove the following relation between shadowing and
sublinear growth properties.

Lemma 1.25. If f satisfies assumptions of Theorem 1.22 then there exists γ ∈ (0, 1) such
that for any trajectory {pk}k∈Z the sequence {Ak = D f(pk)} satisfies SG(γ).

Theorem 1.22 follows from this lemma and Theorem 1.17.

Proof of Lemma 1.25. Define exp, expx, B(r, x), BT (r, x) similarly to Section 1.4 and choose
ε > 0 such that conditions (1.32) and (1.33) hold for balls BT (ε, x) and B(ε, x).

Let L,C, d0 > 0 and θ ∈ (1/2, 1), ω > 0 be the constants from the definition of FinHolSh.
Denote α = θ − 1/2. Inequalities (1.44) imply that

α ∈ (0, 1/2), 1/2− α < ω. (1.45)

Since M is compact and f ∈ C2 there exists S > 0 such that

dist(f(expx(v)), expf(x)(D f(x)v)) ≤ S|v|2, x ∈ M , v ∈ TxM , |v| < ε, (1.46)

(we additionally decrease ε, if necessarily).
Fix i ∈ Z and N > 0. For an arbitrary sequence {wk ∈ TpkM}k∈[i+1,i+N+1] with |wk| ≤ 1

consider the following equations

vk+1 = Akvk + wk+1, k ∈ [i, i+N ]. (1.47)

For any sequence {vk ∈ TpkM}k∈[i,i+N+1] denote ‖{vk}‖ = maxk∈[i,i+N+1] |vk|. For any
sequence {wk ∈ TpkM}k∈[i+1,i+N+1] consider the set

E(i, N, {wk}) =
{

{vk}k∈[i,i+N+1] satisfies (1.47)
}

.

Denote
F (i, N, {wk}) = min

{vk}∈E(i,N,{wk})
‖{vk}‖. (1.48)

Since ‖ · ‖ ≥ 0 is a continuous function on the linear space of sequences {vk} and the
set E(i, N, {wk}) is closed it follows that the value F (i, N, {wk}) is well-defined. Note that
a sequence {vk} ∈ E(i, N, {wk}) is determined by the value vi. Consider the sequence
{vk} corresponding to vi = 0. It is easy to see that |vi+k| ≤ 1 + R + R2 + · · · + Rk for
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k ∈ [0, N +1], where R = maxx∈M ‖D f(x)‖. Hence F (i, N, {wk}) ≤ 1+R+R2+ · · ·+R2N

for any {|wk| ≤ 1}. It is easy to see that F (i, N, {wk}) is continuous with respect to {wk}
and hence

Q = Q(i, N) = max
{wk}, |wk|≤1

F (i, N, {wk}) (1.49)

is well defined.
Let us choose sequences {wk} and {vk} ∈ F (i, N, {wk}) such that

Q(i, N) = F (i, N, {wk}), F (i, N, {wk}) = ‖{vk}‖.

The definition of Q and linearity of equation (1.47) imply the following two properties.

(Q1) For any sequence {w′
k}k∈[i+1,i+N+1] there exists a sequence {v′k}k∈[i,i+N+1] satisfying

v′k+1 = Akv
′
k + w′

k+1, ‖{v′k}‖ ≤ Q(i, N)‖{w′
k}‖.

(Q2) For any sequence {vk}k∈[i,i+N+1], satisfying (1.47) holds the following inequality

‖{vk}‖ ≥ Q(i, N).

Relations (1.45) imply that there exists β > 0 such that the following conditions holds

0 < (2 + β)(1/2− α) < 1, (2 + β)ω > 1. (1.50)

Denote

γ =
1

(2 + β)ω
∈ (0, 1), γ′ = 1− (2 + β)(1/2− α) > 0,

d =
ε

Q2+β
. (1.51)

Let us prove that there exist L′ > 0 independent of i and N such that

Q(i, N) ≤ L′Nγ. (1.52)

Below we consider two cases.
Case 1. C((S + 2)d)−ω < N . Then Q < (εω(S + 2)ω/C)γNγ and inequality (1.52) is

proved.
Case 2. C((S + 2)d)−ω ≥ N . Below we prove even a stronger statement: there exists

L′ > 0 (independent of i and N) such that

Q(i, N) ≤ L′. (1.53)

Considering the trajectory {p′k = f−i(pk)} we can assume without loss of generality that
i = 0.

Consider the sequence
yk = exppk

(dvk), k ∈ [0, N ].
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Let us show that {yk} is an (S+2)d-pseudotrajectory. For k ∈ [0, N ] equations (1.32), (1.46)
and inequalities |dvk| < ε, (dQ)2 < d imply the following:

dist(f(yk), yk+1) = dist(f(exppk
(dvk)), exppk+1

(d(Akvk + wk+1)) ≤

≤ dist(f(exppk
(dvk)), exppk+1

(dAkvk))+

dist(exppk+1
(dAkvk), exppk+1

(d(Akvk + wk))) ≤

≤ S|dvk|
2 + 2d ≤ (S + 2)d. (1.54)

We may assume that
Q > ((S + 2)ε/d0)

1/(2+β) . (1.55)

Indeed, the righthand side of (1.55) does not depend on N , and if Q is smaller than the
right side of (1.55) then we have already proved (1.52). In the text below we make similar
remarks several times to ensure that Q is large enough.

Inequality (1.55) implies that (S + 2)d < d0. Since f ∈ FinHolSh(1/2 + α, ω) and the
assumption of case 2 holds it follows that the pseudotrajectory {yk}k∈[0,N ] can be L((S +
2)d)1/2+α-shadowed by a trajectory {xk}k∈[0,N ].

By reasons similar to (1.55) we may assume that L((S + 2)d)1/2+α < ε/2. Inequalities
(1.32) and (1.55) imply that for k ∈ [0, N ] the following inequalities hold

dist(pk, xk) ≤ dist(pk, yk) + dist(yk, xk) ≤ 2d|vk| + L((S + 2)d)1/2+α < ε.

Hence ck = exp−1
pk
(xk) is well-defined.

Denote L1 = L(S + 2)1/2+α. Since dist(yk, xk) < L1d
1/2+α, inequalities (1.33) imply that

|dvk − ck| < 2L1d
1/2+α. (1.56)

Hence
|ck| < Qd+ 2L1d

1/2+α. (1.57)

By the reasons similar to (1.55) we can assume that |ck| < ε.
Since f(xk) = xk+1 inequalities (1.33) and (1.46) imply that for k ∈ [0, N ] the following

relations hold

|ck+1 −Akck| < 2 dist(exppk+1
(ck+1), exppk+1

(Akck)) =

= 2 dist(f(exppk
(ck)), exppk+1

(Akck)) ≤ 2S|ck|
2. (1.58)

Inequalities (1.50), (1.51), (1.57) imply that |ck| < L2Qd for some L2 > 0 independent of N .
Let tk+1 = ck+1 − Akck. By inequality (1.58) it follows that

|tk| ≤ 2S|ck|
2 ≤ L3(Qd)

2

for some L3 > 0 independent of N . Property (Q1) implies that there exists a sequence
{c̃k ∈ TpkM} satisfying

c̃k+1 − Akc̃k = tk+1, |c̃k| ≤ QL3(Qd)
2, k ∈ [0, N ].
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Consider the sequence rk = ck − c̃k. Obviously it satisfies the following conditions

rk+1 = Akrk, |rk − ck| ≤ QL3(Qd)
2, k ∈ [0, N ]. (1.59)

Consider the sequence ek = 1
d
(dvk − rk). Equations (1.56) and (1.59) imply that

ek+1 = Akek + wk, k ∈ [0, N ] (1.60)

and

|ek| =

∣

∣

∣

∣

1

d
((dvk − ck)− (rk − ck))

∣

∣

∣

∣

≤ L1d
−1/2+α + L3Q

3d, k ∈ [0, N ].

Property (Q2) implies that
L1d

−1/2+α + L3Q
3d ≥ Q.

By (1.51) the last inequality is equivalent to

L4Q
−(2+β)(−1/2+α) + L5Q

1−β ≥ Q,

where L4, L5 > 0 do not depend on N . This inequality and (1.50) imply that

L4Q
1−γ′

+ L5Q
1−β ≥ Q.

Hence
L4Q

1−γ′

≥ Q/2 or L5Q
1−β ≥ Q/2,

and
Q ≤ max((2L4)

1/γ′

, (2L5)
1/β).

We have proved that there exists L′ > 0 such that (1.53) holds. This completes the proof of
Case 2 and Lemma 1.25.

It is easy to see that the identity map satisfies FinHolSh(θ, ω) provided that θ + ω ≤ 1.
To illustrate that Theorems 1.22, 1.23 are almost sharp we give not so pathological example.
Consider a diffeomorphism f : S1 → S1 constructed as follows.

(i) The nonwandering set of f consists of two fixed points s, u ∈ S1.

(ii) In some neighborhood Us of s there exists a coordinate system such that f |Us(x) = x/2.

(iii) In some neighborhood Uu of u there exists a coordinate system such that f |Uu(x) =
x+ x3.

(iv) In S1 \ (Us ∪ Uu) the map is chosen to be C∞ and to satisfy the following condition:
there exists N > 2 such that

fN(S1 \ Uu) ⊂ Us, f−N(S1 \ Us) ⊂ Uu, f 2(Uu) ∩ Us = ∅.

Theorem 1.26. If f : S1 → S1 satisfies the above properties (i)–(iv) then f ∈ HolSh(1/3)
and f ∈ FinHolSh(1/2, 1/2).
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Proof. First let us prove a technical statement.

Lemma 1.27. Denote g(x) = x+ x3. If |x− y| ≥ ε then

|g(x)− g(y)| ≥ ε+ ε3/4.

Proof. Using inequality x2 + xy + y2 > (x− y)2/4 we deduce that

|g(x)− g(y)| = |x+ x3 − y − y3| = |(x− y)(1 + x2 + xy + y2)| ≥

≥ |(x− y)||1 + (x− y)2/4| ≥ ε(1 + ε2/4).

We divide the proof of Theorem 1.26 into several propositions.

Proposition 1.28. Conditions (ii), (iii) imply that there exists d1 > 0 such that

B(d1, f(Us)) ⊂ Us, B(d1, f
−1(Uu)) ⊂ Uu, B(d1, f(S

1 \ Uu)) ⊂ S1 \ Uu. (1.61)

Since f |Us is hyperbolically contracting there exist L > 0 and d2 ∈ (0, d1) such that for any
d-pseudotrajectory {yk} with d < d2 and y0 ∈ S1 \ Uu the following conditions hold

• {yk}k≥0 ⊂ S1 \ Uu,

• dist(fk(x0), yk) < Ld, for x0 ∈ B(d, y0), k ≥ 0,

• if {yk}k∈Z ⊂ S1 \ Uu then {yk}k∈Z can be Ld-shadowed by a trajectory.

Proposition 1.29. For any d-pseudotrajectory {yk}k≤0 with d < d1 and y0 ∈ Uu the follow-
ing inequality holds

dist(yk, f
k(y0)) < 2d1/3, k ≤ 0. (1.62)

Proof. Proposition 1.28 implies that yk ∈ Uu for k < 0. Assume (1.62) does not hold. Let

l = max{k ≤ 0 : dist(yk, f
k(y0)) ≥ 2d1/3}.

Note that l < 0. Lemma 1.27 implies that

dist(f(yl), f
l+1(y0)) > 2d1/3 + 2d.

Hence dist(yl+1, f
l+1(y0)) > 2d1/3, which contradicts to the choice of l.

Proposition 1.30. If {yk}k∈Z ⊂ Uu is a d-pseudotrajectory with d < d1 then

dist(yk, u) < 2d1/3, k ∈ Z. (1.63)
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Proof. Let us identify yk with its coordinate in the system introduced in (iii) above and
consider Y = supk∈Z |yk|. Assume that Y > 2d1/3; then there exists k ∈ Z such that

|yk| > max(2d1/3, Y − d/2).

Without loss of generality we may assume that yk > 0. Since yk ∈ Uu the following holds

f(yk)− yk = y3k > 2d.

Hence yk+1 − yk > (f(yk)− yk)− d > d and yk+1 > Y + d/2, which contradicts to the choice
of Y . Inequalities (1.63) are proved.

Proposition 1.31. For any d-pseudotrajectory {yk}k∈[0,n] with d < d1 and yn ∈ Uu the
following inequality holds

dist(yn−k, f
−k(yn)) ≤ dk, k ∈ [0, n]. (1.64)

Proof. Proposition 1.28 implies that yk ∈ Uu for k ∈ [0, n]. Assume that (1.64) does not
hold. Denote

l = min{k ∈ [0, n] : dist(yn−k, f
−k(yn)) > dk}.

Note that l > 0. Lemma 1.27 implies that

dist(f(yn−l), f
−l+1(yn)) > ld

and hence
dist(yn−l+1, f

−l+1(yn)) > (l − 1)d,

which contradicts to the choice of l.

Now we are ready to complete the proof of Theorem 1.26.
First let us prove that f ∈ HolSh(1/3). Consider an arbitrary d-pseudotrajectory {yk}k∈Z

with d < d2. Let us prove that it can be Ld1/3-shadowed by a trajectory.
If {yk} ⊂ Uu then by Proposition 1.30 it can be 2d1/3-shadowed by {xk = u}.
If {yk} ⊂ S1 \ Uu then by Proposition 1.28 it can be Ld-shadowed.
In the other cases there exists l such that yl ∈ Uu and yl+1 /∈ Uu. By Proposition 1.29

dist(yk, f
k−l(yl)) < 2d1/3, k ≤ l.

By Proposition 1.28
dist(yk, f

k−l(yl)) < Ld, k ≥ l + 1.

Hence {yk} is Ld1/3-shadowed by the trajectory {xk = fk−l(yl)}.
Now let us prove that f ∈ FinHolSh(1/2, 1/2). Consider an arbitrary d-pseudotrajectory

{yk}k∈[0,1/d1/2] with d < d2. Let us prove that it can be Ld1/2-shadowed by a trajectory.

If {yk} ⊂ Uu then by Proposition 1.31 it can be d1/2-shadowed by {xk = fk−n(yn)}.
If {yk} ⊂ S1 \ Uu then by Proposition 1.28 it can be Ld-shadowed.
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In the other cases there exists l such that yl ∈ Uu and yl+1 /∈ Uu. From Proposition 1.31
it is easy to conclude that

dist(yk, f
k−l(yl)) < d1/2, k ≤ l.

Proposition 1.28 implies that

dist(yk, f
k−l(yl)) < Ld, k ≥ l + 1.

Hence {yk} is Ld1/2-shadowed by the trajectory {xk = fk−l(yl)}.

1.6 Periodic shadowing

The shadowing property means that, near a sufficiently precise approximate trajectory of a
dynamical system, there is an exact trajectory. In this paragraph we study a similar question
replacing arbitrary approximate and exact trajectories by periodic ones. The corresponding
property is called periodic shadowing property and was introducted in [43].

In this paper, we study relations between periodic shadowing and structural stability,to
be more precise, Ω-stability.

For a diffeomorphism f ∈ Diff1(M) denote by Ω(f) the set of nonwondering points of f .

Definition 1.12. We say that a diffeomorphism f ∈ Diff1(M) is Ω-stable if there exists a
neighborhood U ⊂ Diff1(M) of f such that for any g ∈ U there exists a homeomorphism
h : Ω(f) → Ω(g) such that

h ◦ f(x) = g ◦ h(x), x ∈ Ω(f).

Denote the set of Ω-stable diffeomorphisms by ΩS

It is well known that f ∈ ΩS if and only if f satisfies Axiom A and the no cycle condition,
see, for example, [77].

For us will be important the following characterisation of Ω-stable diffeomorphisms. Let
HP ⊂ Diff1(M) be the set of diffeomorphism f such that every periodic orbit of f is hyper-
bolic. The following was proved in [5, 34].

Theorem 1.32. Int1(HP) = ΩS.

It is easy to give an example of a diffeomorphism that is not structurally stable but
has shadowing property (see [75], for example). Similarly to an example of not structurally
stable diffeomorphism, which has shadowing property, there exist diffeomorphisms that are
not Ω-stable but have periodic shadowing property. Thus, Ω-stability is not equivalent to
periodic shadowing.

In this paragraph, we show that the C1-interior of the set of diffeomorphisms having
periodic shadowing property coincides with the set of Ω-stable diffeomorphisms. The second
main result of this paper states that Lipschitz periodic shadowing property is equivalent to
Ω-stability.

As in previous paragraphs let f be a diffeomorphism of a smooth closed manifoldM with
Riemannian metric dist.
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Definition 1.13. We say that f has periodic shadowing property if for any positive ε there
exists a positive d such that if ξ = {xi} is a periodic d-pseudotrajectory, then there exists a
periodic point p such that

dist(f i(p), xi) < ε, i ∈ Z. (1.65)

Denote by PerSh the set of diffeomorphisms having periodic shadowing property.

Definition 1.14. We say that f has Lipschitz periodic shadowing property if there exist
positive constants L, d0 such that if ξ = {xi} is a periodic d-pseudotrajectory with d ≤ d0,
then there exists a periodic point p such that

dist(f i(p), xi) ≤ Ld, i ∈ Z. (1.66)

Denote by LipPerSh the set of diffeomorphisms having Lipschitz periodic shadowing
property.

The main result of this paragraph is stated as follows [63].

Theorem 1.33. Int1(PerSh) = LipPerSh = ΩS.

We divide the proof of this theorem into several sections. In section 1.6.1, we prove the
inclusion ΩS ⊂ LipPerSh. Of course, this inclusion implies that ΩS ⊂ PerSh. Since the set
ΩS is C1-open, we conclude that ΩS ⊂ Int1(PerSh). In section 1.6.2, we prove the inclusion
Int1(PerSh) ⊂ ΩS. In section 1.6.3, we prove the inclusion LipPerSh ⊂ ΩS.

1.6.1 Inclusion ΩS ⊂ LipPerSh

First we introduce some basic notation. Denote by Per(f) the set of periodic points of f and
by Ω(f) the nonwandering set of f . Let N = supx∈M ‖Df(x)‖.

Let us formulate several auxiliary definitions and statements.
It is well known that if a diffeomorphism f satisfies Axiom A, then its nonwandering set

can be represented as a disjoint union of a finite number of compact sets:

Ω(f) = Ω1 ∪ · · · ∪ Ωm, (1.67)

where the sets Ωi are so-called basic sets (hyperbolic sets each of which contains a dense
positive semi-trajectory).

We need the following two lemmas (see [80]).

Lemma 1.34. Let f be a homeomorpism of a compact metric space (X, dist). For any
neighborhood U of the nonwandering set Ω(f) there exist positive numbers B, d1 such that if
ξ = {xi, i ∈ Z} is a d-pseudotrajectory of f with d ≤ d1 and

xk, xk+1, . . . , xk+l /∈ U

for some l > 0 and k ∈ Z, then l ≤ B.
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Let Ω1, . . . ,Ωm be the basic sets in decomposition (1.67) of the nonwandering set of an
Ω-stable diffeomorphism f .

Lemma 1.35. Let U1, . . . , Um be disjoint neighborhoods of the basic sets Ω1, . . . ,Ωm. There
exist neighborhoods Vj ⊂ Uj of the sets Ωj and a number d2 > 0 such that if ξ = {xi, i ∈ Z} is
a d-pseudotrajectory of f with d ≤ d2 such that x0 ∈ Vj and xt /∈ Uj for some j ∈ {1, . . . , m}
and some t > 0, then xi /∈ Vj for i ≥ t.

Now we are ready to prove the following.

Lemma 1.36. ΩS ⊂ LipPerSh.

Proof. Applying Therem 1.1 we find disjoint neighborhoods W1, . . . ,Wm of the basic sets
Ω1, . . . ,Ωm in decomposition (1.67) such that (i) f has Lipschitz shadowing property on
any of Wj with the same constants L, d∗0; (ii) f is expansive on any of Wj with the same
expansivity constant a.

Find neighborhoods Vj, Uj of Ωj (and reduce d∗0, if necessary) so that the following prop-
erties are fulfilled:

• Vj ⊂ Uj ⊂Wj, j = 1, . . . , m;

• the statement of Lemma 2 holds for Vj and Uj with some d2 > 0;

• the Ld∗0-neighborhoods of Uj belong to Wj .

Apply Lemma 1.34 to find the corresponding constants B, d1 for the neighborhood V1 ∪
· · · ∪ Vm of Ω(f).

We claim that f has the Lipschitz periodic shadowing property with constants L, d0,
where

d0 = min
(

d∗0, d1, d2,
a

2L

)

.

Take a µ-periodic d-pseudotrajectory ξ = {xi, i ∈ Z} of f with d ≤ d0. Lemma 1.34
implies that there exists a neighborhood Vj such that ξ ∩ Vj 6= ∅; shifting indices, we may
assume that x0 ∈ Vj.

In this case, ξ ⊂ Uj . Indeed, if xi0 /∈ Uj for some i0, then xi0+kµ /∈ Uj for all k. It follows
from Lemma 1.35 that if i0+kµ > 0, then xi /∈ Vj for i ≥ i0+kµ, and we get a contradiction
with the periodicity of ξ and the inclusion x0 ∈ Vj .

Thus, there exists a point p such that inequalities (1.66) hold. Let us show that p ∈
Per(f). By the choice of Uj and Wj , f

i(p) ∈ Wj for all i ∈ Z. Let q = fµ(p). Inequalities
(1.66) and the periodicity of ξ imply that

dist(f i(q), xi) = dist(f i(q), xi+µ) ≤ Ld, i ∈ Z.

Thus,
dist(f i(q), f i(p)) ≤ 2Ld ≤ a, i ∈ Z,

which implies that fµ(p) = q = p. This completes the proof.
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1.6.2 Inclusion Int1(PerSh) ⊂ ΩS

By Theorem 1.32 it suffices for us to prove the following statement.

Lemma 1.37. Int1(PerSh) ⊂ Int1(HP).

Proof. To prove Lemma 1.37, it is enough for us to show that Int1(PerSh) ⊂ HP and to note
that the left-hand side of this inclusion is C1-open.

To get a contradiction, let us assume that a diffeomorphism f ∈ Int1(PerSh) has a
nonhyperbolic periodic point p. Fix a C1-neighborhood N ⊂ PerSh of f .

For simplicity, let us assume that p is a fixed point and that the matrix A0 = Df(p) has
an eigenvalue λ = 1 (the remaining cases are considered using a similar reasoning, see, for
example, [74]).

Define exp, expx, B(r, x), BT (r, x) similarly to Section 1.4 and choose ε > 0 such that
conditions (1.32) and (1.33) hold for balls BT (ε, x) and B(ε, x).

In our case, an analog of mapping (1.30),

F = exp−1
p ◦f ◦ expp : TpM → TpM,

has the form
F (v) = A0v + φ(v).

Clearly, we can find a number a ∈ (0, r) (recall that the number r was fixed above when
properties of the exponential mapping were described), coordinates v = (u, w) in TpM with
one-dimensional u, and a diffeomorphism h ∈ N such that if

H = exp−1
p ◦h ◦ expp

and |v| ≤ a, then
H(v) = Av = (u,Bw),

where B is a matrix of size (n−1)× (n−1) (and n is the dimension ofM). For this purpose,
we take a matrix A, close to A0 and having an eigenvalue λ = 1 of multiplicity one, and
“annihilate” the C1-small term (A0 −A)v + φ(v) in the small ball BT (a, p).

Take a positive ε such that 8ε < a. Since h ∈ N , there exists a corresponding d ∈ (0, ε)
from the definition of periodic shadowing (for the diffeomorphism h). Take a natural number
K such that Kd > 8ε. Reducing d, if necessary, we may assume that

8ε < Kd < 2a. (1.68)

Let us construct a sequence yk ∈ TpM, k ∈ Z, as follows:

y0 = 0, yk+1 = Ayk +

(

d

2
, 0

)

, 0 ≤ k ≤ K − 1,

yk+1 = Ayk −

(

d

2
, 0

)

, K ≤ k ≤ 2K − 1,
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and yk+2K = yk, k ∈ Z. Clearly,

yK =

(

Kd

2
, 0

)

. (1.69)

Let
xk = expp(yk).

Since
exp−1

p (h(xk)) = H(yk) = Ayk

and

|yk+1 − Ayk| =
d

2
,

the sequence ξ = {xk} is a 2K-periodic d-pseudotrajectory of h.
By our assumption, there exists a periodic point p0 of h such that

dist(pk, xk) < ε, k ∈ Z,

where pk = hk(p0). Let
pk = expp(qk), k ∈ Z,

where qk = (Uk,Wk), and let yk = (uk, wk); then

|Uk − uk| ≤ |qk − yk| < 2ε, k ∈ Z,

which implies that
|U0| ≤ |q0| < 2ε.

Since qk+1 = H(qk), Uk = U0 for all k due to the structure of H . We conclude that |UK | < 2ε
and get a contradiction with the inequalities |UK −uK | < 2ε, (1.68), and (1.69). The lemma
is proved.

1.6.3 Inclusion LipPerSh ⊂ ΩS

In this section, we assume that f ∈ LipPerSh (with constants L ≥ 1, d0 > 0). Clearly, in
this case f−1 ∈ LipPerSh as well (and we assume that the constants L, d0 are the same for
f and f−1).

In the construction of pseudotrajectories, we apply the same linearization technique as
in the previous section.

Lemma 1.38. Every point p ∈ Per(f) is hyperbolic.

Proof. To get a contradiction, let us assume that f has a nonhyperbolic periodic point p
(to simplify notation, we assume that p is a fixed point; literally the same reasoning can be
applied to a periodic point of period m > 1).

In this case, mapping (1.30) takes the form

F (v) = exp−1
p ◦f ◦ expp(v) = Av + φ(v),
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where A is a nonhyperbolic matrix. The following two cases are possible:
(Case 1): A has a real eigenvalue λ with |λ| = 1;
(Case 2): A has a complex eigenvalue λ with |λ| = 1.
We treat in detail only Case 1; we give a comment concerning Case 2. To simplify

presentation, we assume that 1 is an eigenvalue of A; the case of eigenvalue −1 is treated
similarly.

We can find coordinates v in TpM such that, with respect to this coordinate, the matrix
A has block-diagonal form,

A = diag(B,P ), (1.70)

where B is a Jordan block of size l × l:

B =











1 1 0 . . . 0
0 1 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1











.

Of course, introducing new coordinates, we have to change the constants L, d0, N ; we
denote the new constants by the same symbols. In addition, we assume that L is integer.

We start considering the case l = 2; in this case,

B =

(

1 1
0 1

)

.

Let
e1 = (1, 0, 0, . . . , 0) and e2 = (0, 1, 0, . . . , 0)

be the first two vectors of the standard orthonormal basis.
Let K = 25L.
Take a small d > 0 and construct a finite sequence y0, . . . , yQ in TpM (where Q is

determined later) as follows: y0 = 0 and

yk+1 = Ayk + de2, k = 0, . . . , K − 1. (1.71)

Then
yK = (Z1(K)d,Kd, 0, . . . , 0),

where the natural number Z1(K) is determined by K (we do not write Z1(K) explicitly).
Now we set

yk+1 = Ayk − de2, k = K, . . . , 2K − 1.

Then
y2K = (Z2(K)d, 0, 0, . . . , 0),

where the natural number Z2(K) is determined by K as well. Take Q = 2K + Z2(K); if we
set

yk+1 = Ayk − de1, k = 2K, . . . , Q− 1,
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then yQ = 0. Let us note that both numbers Q and

Y :=
max0≤k≤Q−1 |yk|

d

are determined by K (and hence, by L).
Now we construct a Q-periodic sequence yk, k ∈ Z, that coincides with the above sequence

for k = 0, . . . , Q.
We set xk = expp(yk) and claim that if d is small enough, then ξ = {xk} is a 4d-

pseudotrajectory of f (and this pseudotrajectory is Q-periodic by construction).
Indeed, we know that |yk| ≤ Y d for k ∈ Z. Since φ(v) = o(|v|) as |v| → 0,

|φ(yk)| < d, k ∈ Z, (1.72)

if d is small enough.
The definition of {yk} implies that

|yk+1 −Ayk| = d, k ∈ Z. (1.73)

Note that
exp−1

p (f(xk)) = F (yk) = Ayk + φ(yk);

thus, it follows from (1.72) and (1.73) that

|yk+1 − exp−1
p (f(xk))| ≤ |yk+1 − Ayk|+ |φ(yk)| < 2d,

which implies that ξ = {xk} is a 4d-pseudotrajectory of f if d is small enough.
Now we estimate the distances between points of trajectories of the mapping F and its

linearization.
Let us take a vector q0 ∈ TpM and assume that the sequence qk = F k(q0) belongs to the

ball |v| ≤ (Y + 8L)d for 0 ≤ k ≤ K. Let rk = Akq0 (we impose no conditions on rk since
below we estimate φ at points qk only).

Take a small number µ ∈ (0, 1) (to be chosen later) and assume that d is small enough,
so that the inequality

|φ(v)| ≤ µ|v|

holds for |v| ≤ (Y + 8L)d.
Then

|q1| ≤ |Aq0|+ |φ(q0)| ≤ (N + 1)|q0|, . . . , |qk| ≤ |Aqk−1|+ |φ(qk−1)| ≤ (N + 1)k|q0|

for 1 ≤ k ≤ K, and
|q1 − r1| = |Aq0 + φ(q0)− Aq0| ≤ µ|q0|,

|q2 − r2| = |Aq1 + φ(q1)− Ar1| ≤ N |q1 − r1|+ µ|q1| ≤ µ(2N + 1)|q0|,

|q3 − r3| ≤ N |q2 − r2|+ µ|q2| ≤ µ(N(2N + 1) + (N + 1)2)|q0|,
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and so on.
Thus, there exists a number ν = ν(K,N) such that

|qk − rk| ≤ µν|q0|, 0 ≤ k ≤ K.

We take µ = 1/ν, note that µ = µ(K,N), and get the inequalities

|qk − rk| ≤ |q0|, 0 ≤ k ≤ K, (1.74)

for d small enough.
Since f ∈ LipPerSh, for d small enough, the Q-periodic 4d-pseudotrajectory ξ is 4Ld-

shadowed by a periodic trajectory. Let p0 be a point of this trajectory such that

dist(pk, xk) ≤ 4Ld, k ∈ Z, (1.75)

where pk = fk(p0). Let qk = exp−1
p (pk).

The inequalities |yk| ≤ Y d and (1.75) imply that

|qk| ≤ |yk|+ 2dist(pk, xk) ≤ (Y + 8L)d, k ∈ Z.

Note that |q0| ≤ 8Ld.
Set rk = Akq0; we deduce from estimate (1.74) that if d is small enough, then

|qK − rK | ≤ |q0| ≤ 8Ld. (1.76)

Denote by v(2) the second coordinate of a vector v ∈ TpM .
It follows from the structure of the matrix A that

|r(2)K | = |q(2)0 | ≤ 8Ld. (1.77)

The relations
|y(2)K | = Kd and |qK − yK | ≤ 8Ld

imply that
|q(2)K | ≥ Kd− 8Ld = 17Ld (1.78)

(recall that K = 25L).
Estimates (1.76)–(1.78) are contradictory. Our lemma is proved in Case 1 for l = 2.
If l = 1, then the proof is simpler; the first coordinate of Akv equals the first coordinate

of v, and we construct the periodic pseudotrajectory perturbing the first coordinate only.
If l > 2, the reasoning is parallel to that above; we first perturb the lth coordinate to make

it Kd, and then produce a periodic sequence consequently making zero the lth coordinate,
the (l − 1)st coordinate, and so on.

If λ is a complex eigenvalue, λ = a+ bi, we take a real 2× 2 matrix

R =

(

a −b
b a

)

36



and assume that in representation (1.70), B is a real 2l × 2l Jordan block:

B =











R E2 0 . . . 0
0 R E2 . . . 0
...

...
...

. . .
...

0 0 0 . . . R











,

where E2 is the 2× 2 unit matrix.
After that, almost the same reasoning works; we note that |Rv| = |v| for any 2-dimensional

vector v and construct periodic pseudotrajectories replacing, for example, formulas (1.71)
by the formulas

yk+1 = Ayk + dwk, k = 0, . . . , K − 1,

where jth coordinates of the vector wk are zero for j = 1, . . . , 2l− 2, 2l+ 1, . . . , n, while the
2-dimensional vector corresponding to (2l−1)st and 2lth coordinates has the form Rkw with
|w| = 1, and so on. We leave details to the reader. The lemma is proved.

Lemma 1.39. There exist constants C > 0 and λ ∈ (0, 1) depending only on N and L and
such that, for any point p ∈ Per(f), there exist complementary subspaces S(p) and U(p) of
the tangent space TpM such that the following holds

(H1) Df(p)S(p) = S(f(p)) and Df(p)U(p) = U(f(p)),

(H2.1) |Df j(p)v| ≤ Cλj|v|, v ∈ S(p), j ≥ 0,

(H2.2) |Df−j(p)v| ≤ Cλj |v|, v ∈ U(p), j ≥ 0.

Remark 1.40. Lemma 1.39 means that the set Per(f) has all the standard properties of a
hyperbolic set, with the exception of compactness.

Proof. Take a periodic point p ∈ Per(f); let m be the minimal period of p.
Denote pi = f i(p), Ai = Df(pi), and B = Dfm(p). It follows from Lemma 5 that the

matrix B is hyperbolic. Denote by S(p) and U(p) the invariant subspaces of B corresponding
to parts of its spectrum inside and outside the unit disk, respectively. Clearly, S(p) and U(p)
are invariant with respect to Df , TpM = S(p)⊕ U(p), and the following relations hold:

lim
n→+∞

Bnvs = lim
n→+∞

B−nvu = 0, vs ∈ S(p), vu ∈ U(p). (1.79)

We prove that inequalities (H2.2) hold with C = 16L and λ = 1 + 1/(8L) (inequalities
(H2.1) are established by similar reasoning applied to f−1 instead of f).

Consider an arbitrary nonzero vector vu ∈ U(p) and an integer j ≥ 0. Define sequences
vi, ei ∈ TpiM and λi > 0 for i ≥ 0 as follows:

v0 = vu, vi+1 = Aivi, ei =
vi
|vi|

, λi =
|vi+1|

|vi|
= |Aiei|.
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Let

τ =
λm−1 · . . . · λ1 + λm−1 · . . . · λ2 + . . .+ λm−1 + 1

λm−1 · . . . · λ0
.

Consider the sequence {ai ∈ R, i ≥ 0} defined by the following formulas:

a0 = τ, ai+1 = λiai − 1. (1.80)

Note that
am = 0 and ai > 0, i ∈ [0, m− 1]. (1.81)

Indeed, if ai ≤ 0 for some i ∈ [0, m− 1], then ak < 0 for k ∈ [i+ 1, m].
It follows from (1.79) that there exists n > 0 such that

|B−nτe0| < 1. (1.82)

Consider the finite sequence {wi ∈ TpiM, i ∈ [0, m(n + 1)]} defined as follows:











wi = aiei, i ∈ [0, m− 1],

wm = B−nτe0,

wm+1+i = Aiwm+i, i ∈ [0, mn− 1].

Clearly,
wkm = Bk−1−nτe0, k ∈ [1, n+ 1],

which means that we can consider {wi} as an m(n+ 1)-periodic sequence defined for i ∈ Z.
Let us note that

Aiwi = aiAiei = ai
vi+1

|vi|
, i ∈ [0, m− 2],

wi+1 = (λiai − 1)
vi+1

|vi+1|
= ai

vi+1

|vi|
− ei+1, i ∈ [0, m− 2],

and
Am−1wm−1 = am−1

vm
|vm−1|

=
vm

λm−1|vm−1|
= em

(in the last relation we take into account that am−1λm−1 = 1 since am = 0).
The above relations and condition (1.82) imply that

|wi+1 −Aiwi| < 2, i ∈ Z. (1.83)

Now we take a small d > 0 and consider the m(n + 1)-periodic sequence ξ = {xi =
exppi

(dwi), i ∈ Z}.
We claim that if d is small enough, then ξ is a 4d-pseudotrajectory of f .
Denote

ζi+1 = exp−1
pk+1

(f(xi)) and ζ ′i+1 = exp−1
pk+1

(xi+1).

Then
ζi+1 = exp−1

pk+1
f(exppk

(dwi)) = Fi(dwi) = Aidwi + φi(dwi),
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where the mapping Fi is defined in (1.30) and φi(v) = o(|v|), and

ζ ′i+1 = exp−1
pk+1

(xi+1) = dwi+1.

It follows from estimates (1.83) that

|ζ ′i+1 − ζi+1| ≤ 2d

for small d, and
dist(f(xi), xi+1) ≤ 4d.

By Lemma 5, them-periodic trajectory {pi} is hyperbolic; hence, {pi} has a neighborhood
in which {pi} is a unique periodic trajectory. It follows that if d is small enough, then the
pseudotrajectory {xi} is 4Ld-shadowed by {pi}.

The inequalities dist(xi, pi) ≤ 4Ld imply that |ai| = |wi| ≤ 8L for 0 ≤ i ≤ m− 1.
Now the equalities λi = (ai+1 + 1)/ai imply that if 0 ≤ i ≤ m− 1, then

λ0 · . . . · λi−1 =
a1 + 1

a0

a2 + 1

a1
. . .

ai + 1

ai−1
=

=
ai + 1

a0

(

1 +
1

a1

)

. . .

(

1 +
1

ai−1

)

≥

≥
1

8L

(

1 +
1

8L

)i−1

>
1

16L

(

1 +
1

8L

)i

(1.84)

(we take into account that 1 + 1/(8L) < 2 since L ≥ 1).
It remains to note that

|Df i(p)vu| = λi−1 · · ·λ0|vu|, 0 ≤ i ≤ m− 1,

and that we started with an arbitrary vector vu ∈ U(p).
This proves our statement for j ≤ m− 1. If j ≥ m, we take an integer k > 0 such that

km > j and repeat the above reasoning for the periodic trajectory p0, . . . , pkm−1 (note that
we have not used the condition that m is the minimal period). Lemma 1.39 is proved.

Lemma 1.41. If f ∈ LipPerSh, then f satisfies Axiom A.

Proof. Denote by Pl the set of points p ∈ Per(f) of index l (as usual, the index of a hyperbolic
periodic point is the dimension of its unstable manifold).

Let Rl be the closure of Pl. Clearly, Rl is a compact f -invariant set. We claim that any
Rl is a hyperbolic set. Let n = dimM .

Consider a point q ∈ Rl and fix a sequence of points pm ∈ Pl such that pm → q as
m→ ∞. By Lemma 6, there exist complementary subspaces S(pm) and U(pm) of TpmM (of
dimensions n− l and l, respectively) for which estimates (H2.1) and (H2.2) hold.

Standard reasoning shows that, introducing local coordinates in a neighborhood of (q, TqM)
in the tangent bundle ofM , we can select a subsequence pmk

for which the sequences S(pmk
)
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and U(pmk
) converge (in the Grassmann topology) to subspaces of TqM (let S0 and U0 be

the corresponding limit subspaces).
The limit subspaces S0 and U0 are complementary in TqM . Indeed, consider the “an-

gle” βmk
between the subspaces S(pmk

) and U(pmk
) which is defined (with respect to the

introduced local coordinates in a neighborhood of (q, TqM)) as follows:

βmk
= min |vs − vu|,

where the minimum is taken over all possible pairs of unit vectors vs ∈ S(pmk
) and vu ∈

U(pmk
).

Similarly to Remark 1.3 the values βmk
are estimated from below by a positive constant

α = α(C, λ,N). Clearly, this implies that the subspaces S0 and U0 are complementary.
It is easy to show that the limit subspaces S0 and U0 are unique (which means, of course,

that the sequences S(pm) and U(pm) converge). For the convenience of the reader, we prove
this statement.

To get a contradiction, assume that there is a subsequence pmi
for which the sequences

S(pmi
) and U(pmi

) converge to complementary subspaces S1 and U1 different from S0 and
U0 (for definiteness, we assume that S0 \ S1 6= ∅).

Due to the continuity of Df , the inequalities

|Df j(q)v| ≤ Cλj|v|, v ∈ S0 ∪ S1,

and
|Df j(q)v| ≥ C−1λ−j |v|, v ∈ U0 ∪ U1,

hold for j ≥ 0.
Since

TqM = S0 ⊕ U0 = S1 ⊕ U1,

our assumption implies that there is a vector v ∈ S0 such that

v = vs + vu, vs ∈ S1, v
u ∈ U1, v

u 6= 0.

Then
|Df j(q)v| ≤ Cλj|v| → 0, j → ∞,

and
|Df j(q)v| ≥ C−1λ−j|vu| − Cλj|vs| → ∞, j → ∞,

and we get the desired contradiction.
It follows that there are uniquely defined complementary subspaces S(q) and U(q) for

q ∈ Rl with proper hyperbolity estimates; the Df -invariance of these subspaces is obvious.
We have shown that each Rl is a hyperbolic set with dimS(q) = n − l and dimU(q) = l for
q ∈ Rl.

If r ∈ Ω(f), then there exists a sequence of points rm → r as m→ ∞ and a sequence of
indices km → ∞ as m→ ∞ such that fkm(rm) → r.

40



Clearly, if we continue the sequence

rm, f(rm), . . . , f
km−1(rm)

periodically with period km, we get a periodic dm-pseudotrajectory of f with dm → 0 as
m→ ∞.

Since f ∈ LipPerSh, for large m there exist periodic points pm such that dist(pm, rm) → 0
as m→ ∞. Thus, periodic points are dense in Ω(f).

Since hyperbolic sets with different dimensions of the subspaces U(q) are disjoint, we get
the equality

Ω(f) = R0 ∪ · · · ∪ Rn,

which implies that Ω(f) is hyperbolic. The lemma is proved.

It was mentioned above that if a diffeomorphism f satisfies Axiom A, then its non-
wandering set can be represented as a disjoint union of a finite number of basic sets (see
representation (1.67)).

The basic sets Ωi have stable and unstable “manifolds”:

W s(Ωi) = {x ∈M : dist(fk(x),Ωi) → 0, k → ∞}

and
W u(Ωi) = {x ∈M : dist(fk(x),Ωi) → 0, k → −∞}.

If Ωi and Ωj are basic sets, we write Ωi → Ωj if the intersection

W u(Ωi) ∩W
s(Ωj)

contains a wandering point.
We say that f has a 1-cycle if there is a basic set Ωi such that Ωi → Ωi.
We say that f has a t-cycle if there are t > 1 basic sets

Ωi1 , . . . ,Ωit

such that
Ωi1 → · · · → Ωit → Ωi1 .

Lemma 1.42. If f ∈ LipPerSh, then f has no cycles.

Proof. To simplify presentation, we prove that f has no 1-cycles (in the general case, the
idea is literally the same, but the notation is heavy).

To get a contradiction, assume that

p ∈ (W u(Ωi) ∩W
s(Ωi)) \ Ω(f).

In this case, there are sequences of indices jm, km → ∞ as m→ ∞ such that

f−jm(p), fkm(p) → Ωi, m→ ∞.
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Since the set Ωi is compact, we may assume that

f−jm(p) → q ∈ Ωi and fkm(p) → r ∈ Ωi.

Since Ωi contains a dense positive semi-trajectory, there exist points sm → r and indices
lm > 0 such that f lm(sm) → q as m→ ∞.

Clearly, if we continue the sequence

p, f(p), . . . , fkm−1(p), sm, . . . , f
lm−1(sm), f

−jm(p), . . . , f−1(p)

periodically with period km + lm + jm, we get a periodic dm-pseudotrajectory of f with
dm → 0 as m→ ∞.

Since f ∈ LipPerSh, there exist periodic points pm (form large enough) such that pm → p
as m → ∞, and we get the desired contradiction with the assumption that p /∈ Ω(f). The
lemma is proved.

Lemmas 1.38 – 1.42 show that LipPerSh ⊂ ΩS.
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Chapter 2

Partially hyperbolic diffeomorphisms

2.1 Central shadowing property

In Chapter 1 we studied relations between shadowing, hyperbolicity and structural stability.
In the present chapter we study shadowing property for more general class of systems:
partially hyperbolic diffeomorphisms.

As in the previous chapter let M be a compact C∞ smooth manifold, with a Riemannian
metric dist.

Definition 2.1. A diffeomorphism f ∈ Diff1(M) is called partially hyperbolic if there exists
m ∈ N such that the mapping fm satisfies the following property. There exists a continuous
invariant bundle

TxM = Es(x)⊕ Ec(x)⊕ Eu(x), x ∈M

and continuous positive functions ν, ν̂, γ, γ̂ :M → R such that

ν, ν̂ < 1, ν < γ < γ̂ < ν̂−1

and for all x ∈M , v ∈ TxM , |v| = 1

|Dfm(x)v| ≤ ν(x), v ∈ Es(x);
γ(x) ≤ |Dfm(x)v| ≤ γ̂(x), v ∈ Ec(x);

|Dfm(x)v| ≥ ν̂−1(x), v ∈ Eu(x).
(2.1)

Denote
Ecs(x) = Es(x)⊕ Ec(x), Ecu(x) = Ec(x)⊕ Eu(x).

Note that due to [11] one cannot expect that in general shadowing holds for partially
hyperbolic diffeomorphisms.

For further considerations we need the notion of dynamical coherence.

Definition 2.2. We say that a k – dimensional distribution E over TM is uniquely integrable
if there exists a k – dimensional continuous foliation W of the manifold M , whose leaves are
tangent to E at every point. Also, any C1 – smooth path tangent to E is embedded to a
unique leaf of W .

43



Definition 2.3. A partially hyperbolic diffeomorphism f is dynamically coherent if both
the distributions Ecs and Ecu are uniquely integrable.

If f is dynamically coherent then distribution Ec is also uniquely integrable and corre-
sponding foliation W c is a subfoliation of both W cs and W cu. For a discussion how often
partially hyperbolic diffeomorphisms are dynamically coherent see [15], [92].

In this paragraph below we always assume that f is dynamically coherent.
For τ ∈ {s, c, u, cs, cu} and y ∈ W τ(x) let distτ (x, y) be the inner distance on W τ (x)

from x to y. Note that

dist(x, y) ≤ distτ (x, y), y ∈ W τ (x). (2.2)

Denote
W τ

ε (x) = {y ∈ W τ (x), distτ (x, y) < ε}.

We suggest the following generalization of the shadowing property for partially hyperbolic
dynamically coherent diffeomorphisms.

Definition 2.4 (see for example [38]). An ε-pseudotrajectory {yk} is called central if for
any k ∈ Z the inclusion f(yk) ∈ W c

ε (yk+1) holds (see Fig. 2.1).

Figure 2.1: Central pseudotrajectory

Definition 2.5. A partially hyperbolic dynamically coherent diffeomorphism f satisfies
the central shadowing property if for any ε > 0 there exists d > 0 such that for any d-
pseudotrajectory {xk : k ∈ Z} there exists an ε-central pseudotrajectory {yk} of the diffeo-
morphism f , satisfying

dist(xk, yk) ≤ ε, k ∈ Z. (2.3)

Definition 2.6. A partially hyperbolic dynamically coherent diffeomorphism f satisfies the
Lipschitz central shadowing property if there exist d0,L > 0 such that for any d ∈ (0, d0)
and any d-pseudotrajectory {xk : k ∈ Z} there exists an ε-central pseudotrajectory {yk},
satisfying (2.3) with ε = Ld.

Note that the Lipschitz central shadowing property implies the central shadowing prop-
erty.

We prove the following analogue of the shadowing lemma for partially hyperbolic diffeo-
morphisms [45].
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Theorem 2.1. Let diffeomorphism f ∈ C1 be partially hyperbolic and dynamically coherent.
Then f satisfies the Lipschitz central shadowing property.

This result may be considered as a generalization of the classical shadowing lemma for
the case of partially hyperbolic diffeomorphisms.

The proof of this theorem based on Tikhonov-Shauder fixed point theorem. Standard
proofs of shadowing lemma [3], [13] are based on contracting mapping principle and cannot
be repeated since foliations W cs, W cu have smooth leaves but the corresponding holonomies
are only Hölder continuous (see for example [92] for exact statements).

Note that for Anosov diffeomorphisms any central pseudotrajectory is a true trajectory.

Remark 2.2. The statement of the classical shadowing lemma is valid for a neighborhood
of a hyperbolic set Λ. For the central shadowing property we consider only the case Λ =M .
The reason is that we need foliations

W cs,W cu,W c = W cs ∩W cu, (2.4)

which hardly can be defined in a neighborhood of Λ just by the partially hyperbolic structure
of Λ. We expect that statement similar to Theorem 2.1 can be proved for Λ 6= M with
additionally given foliations (2.4), but this discussion is out of the scope of the dissertation.

Let us also mention the following related notion [38].

Definition 2.7. Partially hyperbolic, dynamically coherent diffeomorphism f is called plaque
expansive if there exists ε > 0 such that for any ε-central pseudotrajectories {yk}, {zk},
satisfying

dist(yk, zk) < ε, k ∈ Z

holds inclusion zk ∈ W c(yk) and zk lies on the same connected component ofW c(yk)∩Bε(yk)
as yk for all k ∈ Z.

In the theory of partially hyperbolic diffeomorphisms the following conjecture plays im-
portant role [12], [38].

Conjecture 2.1 (Plague Expansivity Conjecture). Any partially hyperbolic, dynamically
coherent diffeomorphism is plaque expansive.

Let us note that if the diffeomorphism f in Theorem 2.1 is additionally plaque expansive
then leaves W c(yk) are uniquely defined (see Remark 2.7 below).

Among results related to Theorem 2.1 we would like to mention that partially hyperbolic
dynamically coherent diffeomorphisms, satisfying plaque expansivity property are leaf stable
(see [38, Chapter 7], [87] for details).

Proof. Proof of Theorem 2.1 In what follows below we will use the following statement,
which is consequence of transversality and continuity of foliations W s, W cu.

Statement 2.3. There exists δ0 > 0, L0 > 1 such that for any δ ∈ (0, δ0] such that for any
x, y ∈M satisfying dist(x, y) < δ there exists unique point z =W s

ε (x)∩W
cu
ε (y) for ε = L0δ.
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First we will prove the following lemma.

Lemma 2.4. Let f satisfy assumptions of Theorem 2.1 and for some m ≥ 1 diffeomorphism
fm has Lipschitz central shadowing property then diffeomorphism f also has Lipschitz central
shadowing property.

Proof. By assumptions of the theorem fm has Lipschitz central shadowing property with
constant L > 0. Note that foliations W τ , τ ∈ {s, u, c, cs, cu} of fm coincide with the
corresponding foliations of f .

Let {yj} be a d-pseudotrajectory of f for some d > 0. Consider the sequence {zk = ykm},
note that {zk} is a C1d-pseudotrajectory of fm, where C1 = Rm−1 + Rm−2 + . . . R1 + R0,
where R = supx∈M D f(x). Since fm has Lipschitz central shadowing property then for small
enough d pseudotrajectory {zk} can be LC1d shadowed by a LC1d-central pseudotrajectory
{qk} of fm: the following holds

qk+1 ∈ W c
LC1d(f

m(qk)), dist(zk, qk) < LC1d, k ∈ Z.

Consider sequence {xj:=km+i = f i(qk)}, where k ∈ Z, i ∈ [0, m − 1]. Note that {xj} is a
LC1d-central pseudotrajectory for f and

dist(xkm+i, ykm+i) ≤ dist(f i(qk), f
i(zk)) + dist(f i(ykm), ykm+i) ≤ Rm−1LC1d+ C1d = L1d,

where L1 = Rm−1LC1+C
1. The last inequality implies that {xj} is a desired central pseudo-

trajectory for {yj} and f satisfy Lipschitz central shadowing property with constant L1.

Let us continue proof of Theorem 2.1. Taking into account Lemma 2.4 we can assume
without loss of generality that conditions (2.1) hold for m = 1. Note that a similar claim
can be done using adapted metric, see [30].

Denote
λ = min

x∈M
(min(ν̂−1(x), ν−1(x))) > 1.

Let us choose l so big that
λl > 2L0.

By Lemma 2.4 it is sufficient to prove that f l has the Lipschitz central shadowing property
and hence, we can assume without loss of generality that l = 1.

Decreasing δ0 if necessarily we conclude from inequalities (2.1) that

dists(f(x), f(y)) ≤
1

λ
dists(x, y), y ∈ W s

δ0(x) (2.5)

and
distu(f(x), f(y)) ≥ λ distu(x, y), y ∈ W u

δ0(x).

Denote

Iτr (x) = {zτ ∈ Eτ (x), |zτ | ≤ r}, τ ∈ {s, u, c, cs, cu}, r > 0,
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Ir(x) = {z ∈ TxM, |z| ≤ r}, r > 0.

Consider standard exponential mappings expx : TxM → M and expτ
x : TxW

τ(x) → W τ (x),
for τ ∈ {s, c, u, cs, cu}. Standard properties of exponential mappings imply that there exists
ε0 > 0, such that for all x ∈ M maps expx, expτ

x are well defined on Iε0(x) and Iτε0(x)
respectively and D expx(0) = Id, D expτ

x(0) = Id. Those equalities imply the following.

Statement 2.5. For µ > 0 there exists ε ∈ (0, ε0) such that for any point x ∈ M , the
following holds.

A1 For any y, z ∈ Bε(x) and v1, v2 ∈ Iε(x) the following inequalities hold

1

1 + µ
dist(y, z) ≤ | exp−1

x (y)− exp−1
x (z)| ≤ (1 + µ) dist(y, z),

1

1 + µ
|v1 − v2| ≤ dist(expx(v1), expx(v2)) ≤ (1 + µ)|v1 − v2|.

A2 Conditions similar to A1 hold for expτ
x and distτ , τ ∈ {s, c, u, cs, cu}.

A3 For y ∈ W τ
ε (x), τ ∈ {s, c, u, cs, cu} the following holds

distτ (x, y) ≤ (1 + µ) dist(x, y).

A4 If ξ < ε and y ∈ W cs
ξ (x) ∩W cu

ξ (x) then

distc(x, y) ≤ (1 + µ)ξ.

Consider small enough µ ∈ (0, 1) satisfying the following inequality

(1 + µ)2L0/λ < 1. (2.6)

Choose corresponding ε > 0 from Statement 2.5. Let δ = min(δ0, ε/L0).
For a pseudotrajectory {xk} consider maps hsk : Uk ⊂ Es(xk) → Es(xk+1) defined as the

following:
hsk(z) = (exps

xk+1
)−1(p)

where
p =W cu

L0δ0
(f(exps

xk
(z))) ∩W s

L0δ0
(xk+1) (2.7)

and Uk is the set of points for which map hsk is well-defined (see Fig. 2.2). Note that maps
hsk(z) are continuous. The following lemma plays a central role in the proof of Theorem 2.1.

Lemma 2.6. There exists d0 > 0, L > 1 such that for any d < d0 and d-pseudotrajectory
{xk} maps hsk are well-defined for z ∈ IsLd(xk) and the following inequalities hold

|hsk(z)| ≤ Ld, k ∈ Z. (2.8)

47



Figure 2.2: Definition of map hsk

Proof. Inequality (2.6) implies that there exists L > 0 such that

L0(1 + L(1 + µ)/λ)(1 + µ) < L. (2.9)

Let us choose d0 < δ0/2L. Fix d < d0, d-pseudotrajectory {xk}, k ∈ Z and z ∈ IsLd(xk).
Condition A2 of Statement 2.5 implies that

dists(xk, exp
s
xk
(z)) ≤ Ld(1 + µ).

Inequality (2.5) implies the following

dists(f(xk), f(exp
s
xk
(z))) ≤

1

λ
Ld(1 + µ).

Inequalities (2.2) and dist(f(xk), xk+1) < d imply (see Fig. 2.3 for illustration)

dist(xk+1, f(exp
s
xk
(z))) ≤ dist(xk+1, f(xk)) + dist(f(xk), f(exp

s
xk
(z))) ≤

d

(

1 +
1

λ
L(1 + µ)

)

< Ld < δ0.

Statement 2.3 implies that point p from relation (2.7) is well-defined and inequality (2.9)
implies the following

dists(p, xk+1), distcu(p, f(exp
s
xk
(z))) < dL0(1 +

1

λ
L(1 + µ)) <

Ld

1 + µ
.

This inequality and Statement 2.5 imply

distcu(f(exp
s
xk+1

(z)), exps
xk
(hsk(z))) < Ld, (2.10)

|hsk(z)| < Ld,

which completes the proof.
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Figure 2.3: Illustration of the proof of Lemma 2.6

Let d0, L > 0 are constants provided by Lemma 2.6. Let d < d0 and {xk} is a d-
pseudotrajectory. Denote

Xs =
∞
∏

k=−∞

IsLd(xk).

This set endowed with the Tikhonov product topology is compact and convex.
Let us consider map H : Xs → Xs defined as following

H({zk}) = {z′k+1}, where z′k+1 = hsk(zk).

By Lemma 2.6 this map is well-defined. Since z′k+1 depends only on zk map H is continuous.
Due to the Tikhonov-Schauder theorem, the mapping H has a (maybe non-unique) fixed
point {z∗k}. Denote ysk = exps

xk
(z∗k). Since z

∗
k+1 = hsk(z

∗
k), inequality (2.10) implies that

ysk+1 ∈ W cu
Ld(f(y

s
k)), k ∈ Z. (2.11)

Since |z∗k| < Ld we conclude

dist(xk, y
s
k) ≤ dists(xk, y

s
k) < (1 + µ)Ld < 2Ld, k ∈ Z.

Similarly (decreasing d0 and increasing L if necessarily) one may show that there exists
a sequence {yuk ∈ W u

2Ld(xk)} such that

yuk+1 ∈ W cs
Ld(f(y

u
k)), k ∈ Z.

Hence dist(ysk, y
u
k) < dist(ysk, xk) + dist(xk, y

u
k) < 4Ld. Decreasing d0 if necessarily we can

assume that 4L0Ld < δ0. Then there exists an unique point yk = W cu
4L0Ld

(ysk) ∩W
s
4L0Ld

(yuk)
and inclusion (2.11) implies that for all k ∈ Z the following holds

distcu(yk+1, f(yk)) <

distcu(yk+1, y
s
k+1) + distcu(y

s
k+1, f(y

s
k)) + distcu(f(y

s
k), f(yk)) <

4L0Ld+ Ld+ 4RL0Ld = Lcud,
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where R = supx∈M |D f(x)| and Lcu > 1 do not depends on d. Similarly for some constant
Lcs > 1 the following inequalities hold

distcs(yk+1, f(yk)) < Lcsd, k ∈ Z.

Reducing d0 if necessarily we can assume that points yk+1, f(yk) satisfy assumptions of
condition A4 of Statement 2.5, hence

distc(yk+1, f(yk)) < (1 + µ)max(Lcs, Lcu)d, k ∈ Z

and sequence {yk} is an L1d-central pseudotrajectory with

L1 = (1 + µ)max(Lcs, Lcu).

To complete the proof let us note that

dist(xk, yk) < dist(xk, y
s
k) + dist(ysk, yk) < 2Ld+ 4L0Ld, k ∈ Z.

Taking L = max(L1, 2L+ 4L0) we conclude that {yk} is an Ld-central pseudotrajectory
which Ld shadows {xk}. �

Remark 2.7. Note that we do not claim uniqueness of such sequences {ysk} and {yuk}. In
fact it is easy to show (we leave details to the reader) that uniqueness of those sequences is
equivalent to the plaque expansivity conjecture.

2.2 Linear Skew Product

In this paragraph, we study shadowing property for a model class of partially hyperbolic
diffeomorphisms: linear skew products. We give lower and upper bounds for the precision
of shadowing in the spirit of Definition 1.10.

Let Σ = {0, 1}Z. Endow Σ with the standard probability measure ν and the following
metric:

dist({ωi}, {ω̃i}) = 1/2k, where k = min{|i| : ωi 6= ω̃i}.

For a sequence ω = {ωi} ∈ Σ denote by t(ω) the 0th element of the sequence: t(ω) = ω0.
Define the “shift map” σ : Σ → Σ as follows: (σ(ω))i = ωi+1.

Consider the space Q = Σ × R. Endow Q with the product measure µ = ν × Leb and
the maximum metric:

dist((ω, x), (ω̃, x̃)) = max(dist(ω, ω̃), dist(x, x̃)).

For q ∈ Q and a > 0 denote by B(a, q) the open ball of radius a centered at q.
Fix λ0, λ1 ∈ R satisfying the following conditions

0 < λ0 < 1 < λ1, λ0λ1 6= 1. (2.12)
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Consider the map f : Q→ Q defined as follows:

f(ω, x) = (σ(ω), λt(ω)x).

For q ∈ Q, d > 0, N ∈ N let Ωq,d,N be the set of d-pseudotrajectories of length N
starting at q0 = q. If we consider qk+1 being chosen at random in B(d, f(qk)) uniformly
with respect to the measure µ, then Ωq,d,N forms a finite time Markov chain. This naturally
endows Ωq,d,N with a probability measure P . See also [110] for a similar concept for infinite
pseudotrajectories.

For ε > 0 let p(q, d, N, ε) be the probability of a pseudotrajectory in Ωq,d,N to be ε-
shadowable. Note that this event is measurable since it forms an open subset of Ωq,d,N .

Lemma 2.8. Let q = (ω, x), q̃ = (ω, 0). For any d, ε > 0, N ∈ N, the following equality
holds:

p(q, d, N, ε) = p(q̃, d, N, ε).

Proof. Consider {qk = (ωk, xk)} ∈ Ωq,d,N . Put rk := xk+1 − λt(ωk)xk. Consider a sequence
{q̃k = (ωk, x̃k)}, where

x̃0 = 0, x̃k+1 = λt(wk)xk + rk.

The following holds:

1. the correspondence {qk} ↔ {q̃k} is one-to-one and preserves the probability measure;

2. for any ε > 0 pseudotrajectory {qk} is ε-shadowed by a trajectory of a point (ω, x) if
and only if {q̃k} is ε-shadowed by a trajectory of a point (ω, x− x0).

These statements complete the proof of the lemma.

For d, ε > 0, N ∈ N define

p(d,N, ε) :=

∫

ω∈Σ

p((ω, 0), d, N, ε)dν.

Note that the integral exists since for fixed d, N , ε, the value p((ω, 0), d, N, ε) depends only on
a finite number of entries of ω. The quantity p(d,N, ε) can be interpreted as the probability
of a d-pseudotrajectory of length N to be ε-shadowed.

The main result of this paragraph is the following [105]:

Theorem 2.9. For any λ0, λ1 ∈ R satisfying (2.12) there exist ε0 > 0, 0 < c0 < ∞ such
that for any ε < ε0, the following holds:

1. If c < c0, then limN→∞ p(ε/N c, N, ε) = 0;

2. if c > c0, then limN→∞ p(ε/N c, N, ε) = 1.

Remark 2.10. Later (Lemma 2.13) we prove that for any N ∈ N, L > 0, ε1, ε2 ∈ (0, ε0),
the equality p(ε1/L,N, ε1) = p(ε2/L,N, ε2) holds. Hence the result of Theorem 2.9 actually
does not depend on the value of ε.
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Remark 2.11. Due to Remark 2.10 analog of the Hammel-Grebogi-Yorke conjecture for
map f suggests that p(ε/N,N, ε) is close to 1. Hence, if c0 > 1, then Hammel-Grebogi-
Yorke conjecture is not satisfied. For an example of such parameters see Remark 2.16.

Remark 2.12. We expect that similarly to works [28, 29], such a skew product can be
embedded into a diffeomorphism of a manifold of dimension 4. This would allow us to
construct an open set of diffeomorphisms violating a high-dimensional analog of Conjecture
1.1. Similarly, we can construct an open set of diffeomorphisms satisfying this conjecture.
However, we did not implement such a construction and leave it out of the scope of the
present paper.

In order to prove Theorem 2.9 we formulate an auxilarily problem for random walks.
Let a0 = lnλ0, a1 = lnλ1. Consider the following random variable:

γ =

{

a0 with probability 1/2,

a1 with probability 1/2.

Fix N > 0. Consider the random walk {Ai}i∈[0,∞) generated by γ and independent
uniformly distributed in [−1, 1] variables {ri}i∈[0,∞). Define a sequence {zi}i∈[0,N ] as follows:

z0 = 0, zi+1 = zi +
ri+1

eAi+1
. (2.13)

For given sequences ({Ai}i∈[0,N ], {ri}i∈[0,N ]) define

B(k, n) :=
eAk+An

eAk + eAn
|zn − zk| =

eAn

eAk + eAn

∣

∣eAkzn − eAkzk
∣

∣ ,

K({Ai}, {ri}) := max
0≤k<n≤N

B(k, n),

s(N,L) := P (K({Ai}i∈[0,N ], {ri}i∈[0,N ]) < L),

where P (·) is the probability of a certain event.
Below we prove the following lemma.

Lemma 2.13. There exist ε0 > 0, L0 > 0 such that for any d ≥ 0, L > L0, N ∈ N satisfying
Ld < ε0 the following equality holds:

p(d,N, Ld) = s(N,L).

Proof. Let us choose ε0, L0 > 0 such that if dist(ω, ω̃) < ε0, then t(ω) = t(ω̃) and the map
σ satisfies the Lipschitz shadowing property with constants ε0, L0.

Fix d < d0, N > 0 and L > L0 satisfying Ld < ε0. Let us choose ω at random according
to the probability measure ν and a pseudotajectory {qk} = {(ωk, xk)} ∈ Ω(ω,0),d,N according
to the measure P . Consider the sequences

γk = at(ωk), Ak =
k
∑

i=0

γi, rk =
1

d
(xk − λt(ωk−1)xk−1).
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Note that rk are independent uniformly distributed in [−1, 1] and γk are independent and
distributed according to γ.

Below we prove that the sequence {qk} can be Ld-shadowed if and only if

L ≥ K({Ai}, {ri}). (2.14)

Assume that the pseudotrajectory (ωk, xk) is Ld-shadowed by an exact trajectory (ξk, yk).
By the choice of ε0, the following equality holds:

t(ωk) = t(ξk). (2.15)

Now let us study the behavior of the second coordinate. Note that

yk+1 = λt(ξk)yk = eγkyk, yn = eAn−Akyk, (2.16)

xn = eAn−Akxk + eAk(zn − zk),

where zk are defined by (2.13). Hence,

(yn − xn) = eAn−Ak(yk − xk) + eAk(zn − zk).

From this equality it is easy to deduce that

max(|yk − xk|, |yn − xn|) ≥ B(k, n)

and the equality holds if (yk − xk) = −(yn − xn). Hence, inequality (2.14) holds.

Now let us assume that (2.14) holds and prove that (wk, xk) can be Ld-shadowed. Let
us choose a sequence {ξk} which Ld-shadows {wk}, then equalities (2.15) hold.

For y0 ∈ R define yk by relations (2.16) and consider function F : R → R defined as
follows:

F (y0) = max
0≤k≤N

|yk − xk|.

Since the function F is continuous, it is easy to show that it attains a minimum for some
y0. Denote L′ := miny0∈R F (y0) and let y0 be such that L′ = F (y0). Let D = {k ∈ [0, N ] :
|yk − xk| = F (y0)}. Let us consider two cases.

Case 1. For all k ∈ D the value yk − xk has the same sign. Without loss of generality,
we can assume that these values are positive. Then for small enough δ > 0, the inequality
F (y0 − δ) < F (y0) holds, which contradicts the choice of y0.

Case 2. There exists indices k, n ∈ D such that the values yk − xk and yn − xn have
different signs. Then (yk − xk) = −(yn − xn), and hence L′ = B(k, n) ≤ K({Ai}, {zi}).

Now let us pass to the proof of Theorem 2.9.
Note that shadowing problems for the maps f and f−1 are equivalent (up to a constant

multiplier at d). In what follows, we assume that λ0λ1 > 1. Put

v := E(γ) = (a0 + a1)/2 > 0, M := (lnN)2, w := v/2.

In the proof of Theorem 2.9, we use the following statements.
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Lemma 2.14 (Large Deviation Principle, [107, Secion 3]). There exists an increasing func-
tion h : (0,∞) → (0,∞) such that for any ε > 0 and δ > 0 and for large enough n, the
following inequalities hold:

P

(

An

n
− E(γ) < −ε

)

< e−(h(ε)−δ)n.

P

(

An

n
− E(γ) < −ε

)

> e−(h(ε)+δ)n.

Lemma 2.15 (Ruin Problem, [21, Chapter XII, §4, 5]). Let b be the unique positive root of
the equation

1

2

(

e−ba0 + e−ba1
)

= 1.

For any δ > 0 and for large enough C > 0, the following inequalities hold:

P (∃i ≥ 0 : Ai ≤ −C) ≤ e−C(b−δ), (2.17)

P (∃i ≥ 0 : Ai ≤ −C) ≥ e−C(b+δ), (2.18)

Put c0 = 1/b. Due to Lemma 2.13, it is enough to prove the following:

(S1) If c < c0, then limN→∞ s(N,N c) = 0.

(S2) If c > c0, then limN→∞ s(N,N c) = 1.

Remark 2.16. For λ0 = 1/2, λ1 = 3 the inequalities b < 1, c0 > 1 hold, and hence by
Remark 2.11 the statement of Conjecture 1.1 does not hold. Similarly, c0 > 1 for λ0 = 1/3,
λ1 = 2.

Below we prove items (S1) and (S2) separately.

Proof of (S1). Assume that c < 1/b. Let us choose c1 ∈ (c, 1/b) and δ > 0 satisfying

c1(b+ δ) < 1. (2.19)

Consider the following events:

I = {∃i ∈ [0,M ] : Ai ≤ −c1 lnN ; and A2M ≥ 0} ,

I1 = {∃i ∈ [0,M ] : Ai ≤ −c1 lnN} ,

I2 = {∃i ∈ [0,M ] : Ai ≤ −wM} ,

I3 = {A2M −AM ≤ wM} .

The following holds:

P (I) ≥ P (I1)− P (I2)− P (I3). (2.20)
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Lemmas 2.14, 2.15 imply the following

P (I1) ≥ P (∃i ≥ 0 : Ai ≤ −c1 lnN)− P (∃i > M : Ai ≤ −c1 lnN)

≥ e−c1 lnN(b+δ) −
N
∑

i=M+1

P (Ai ≤ 0) ≥ N−c1(b+δ) −
N
∑

i=M+1

e−ih(v)

≥ N−c1(b+δ) −
1

1− e−h(v)
e−(M+1)h(v) ≥ N−c1(b+δ) + o(N−2). (2.21)

Similarly

P (I2) ≤
∞
∑

i=M+1

P (Ai ≤ 0) = o(N−2), (2.22)

P (I3) ≤ e−Mh(v−w) = o(N−2). (2.23)

From inequalities (2.20)-(2.23) we conclude that

P (I) ≥ N−c1(b+δ) + o(N−2). (2.24)

Assume that the event I has happened and let i ∈ [0,M ] be one of the indices satisfying
the inequality Ai < −c1 lnN . Note that the following events are independent:

J1 = {ri ∈ [1/2; 1]}, J2 =
{

z2M − z0 ≥
ri
eAi

}

.

Hence,

P

(

z2M − z0 ≥
1

2eAi

)

≥ P (J1)P (J2) = 1/4 · 1/2 = 1/8

and

P (B(0, 2M) > N c1/4) ≥
1

8
P (I) =

1

8
N−c1(b+δ) + o(N−2).

Note that for large enough N , the inequality N c < N c1/4 holds, and hence

P (B(0, 2M) > N c) ≥
1

8
N−c1(b+δ) + o(N−2).

Similarly, for any k ∈ [0, N − 2M ],

P (B(k, k + 2M) > N c) ≥
1

8
N−c1(b+δ) + o(N−2).

Note that the events in the last expression for k = 0, 2M, 2 · 2M, . . . ([N/(2M)] − 1)2M are
independent, and hence

P (∃k ∈ [0, N − 2M ] : B(k, k + 2M) > N c) ≥

1−

(

1−

(

1

8
N−c1(b+δ) + o(N−2)

))[N/(2M)]

. (2.25)
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Using (2.19), we conclude that

(

1

8
N−c1(b+δ) + o(N−2)

)

[N/(2M)] ≥

(

1

8
N−c1(b+δ) + o(N−2)

)(

N

2(lnN)2
− 1

)

=
1

16(lnN)2
N1−c1(b+δ) + o(N−1) −−−→

N→∞
∞

and hence
(

1−

(

1

8
N−c1(b+δ) + o(N−2)

))[N/(2M)]

−−−→
N→∞

0. (2.26)

Relations (2.25), (2.26) imply that

P (K({Ai}i∈[0,N ], {ri}i∈[0,N ]) > N c) −−−→
N→∞

1.

Hence,
lim

N→∞
s(N,N c) = 0.

Proof of (S2). Let c > 1/b. Let us choose c1 ∈ (1/b, c) and δ > 0 satisfying c1(b− δ) > 1.
Note that for any n > k the following inequalities hold:

eAk |zn − zk| ≤
n
∑

i=k

e−(Ai−Ak),

eAn

eAk + eAn
≤ 1.

Hence,

K({Ai}, {ri}) ≤ max
0≤k<n≤N

n
∑

i=k

e−(Ai−Ak) ≤ max
0≤k≤N

N
∑

i=k

e−(Ai−Ak) =: D({Ai}). (2.27)

The following holds:

P (D({Ai}) < N c) ≥ 1− P

(

∃k ∈ [0, N ] :
N
∑

i=k

e−(Ai−Ak) > N c

)

≥ 1−NP

(

N
∑

i=0

e−(Ai−Ak) > N c

)

.

Note that if
∑N

i=0 e
−(Ai−Ak) > N c, then one of the following inequalities holds:

∃i ∈ [0,M ] : e−Ai >
N c

2M
,
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∃i ∈ [M,N ] : e−Ai >
N c−1

2
.

Note that for large enough N , the following inequalities hold:

N c

2M
> N c1 , N c−1/2 > e−wM ,

and hence (arguing similarly to the previous section), for large enough N ,

P

(

N
∑

i=0

e−(Ai−Ak) > N c1

)

≤ P (∃i ∈ [0,M ] : Ai < −c1 lnN) + P (∃i ∈ [M,N ] : Ai < wM)

≤ e−(b−δ)c1 lnN + o(N−2) = N−(b−δ)c1 + o(N−2).

Finally,
P (D({Ai}) ≤ N c) ≥ 1−N(N−(b−δ)c1 + o(N−2)) −−−→

N→∞
1,

and hence relations (2.27) imply that

lim
N→∞

s(N,N c) = 1.
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Chapter 3

Shadowing for vector fields in
C1-topology

3.1 Preliminaries

In this context, there is a real difference between the cases of discrete dynamical systems
generated by diffeomorphisms and systems with continuous time (flows) generated by smooth
vector fields. This difference is due to the necessity of reparametrizing shadowing trajectories
in the latter case. One of the main goals of the present paper is to show that this difference
is crucial, and the results for flows are essentially different from those for diffeomorphisms.

Let M be a smooth closed (i.e., compact and boundaryless) manifold with Riemannian
metric dist and let n = dimM . Consider a smooth (C1) vector field on X and denote by φ
the flow of X . We denote by

O(x, φ) = {φ(t, x) : t ∈ R}

the trajectory of a point x in the flow φ; O+(x, φ) and O−(x, φ) are the positive and negative
semitrajectories, respectively. Denote by Orb(x) = OrbX(x) = φ(−∞,+∞)(x) the orbit of x.
And denote by Orb+(x) = φ[0,+∞)(x), Orb−(x) = φ(−∞,0](x) the positive, negative orbit of x
respectively.

We consider the following C1 metric on the space of smooth vector fields: If X and Y
are vector fields of class C1, we set

ρ1(X, Y ) = max
x∈M

(

|X(x)− Y (x)|+

∥

∥

∥

∥

∂X

∂x
(x)−

∂Y

∂x
(x)

∥

∥

∥

∥

)

,

where |.| is the norm on the tangent space TxM generated by the Riemannian metric dist,
and ‖.‖ is the corresponding operator norm for matrices.

For a set A of vector fields, Int1(A) denotes the interior of A in the C1 topology generated
by the metric ρ1.

As in the case of diffeomorphisms for us will be important notions of hyperbolicity and
structural stability.

59



Definition 3.1. We say that a compact invariant set Λ ⊂ M is hyperbolic if there exist
numbers C > 0, λ > 0 and linear subspaces Es

x, E
u
x ⊂ TxM such that for any x ∈ Λ the

following holds

1. TxM = Es
x ⊕ Eu

x⊕ < X(x) >.

2. Let Φ(t) be the fundamental matrix of the variational systems

dy

dy
=
∂X

∂x
(φ(t, x))y

along the trajectory φ(t, p), satisfying Φ(0) = E. Then

(a) Φ(t)Es
x = Es

φ(t,x), Φ(t)E
u
x = Eu

φ(t,x),

(b) |Φ(t)vs| ≤ Ce−λt|vs| for vs ∈ Es
x and t ≥ 0.

(c) |Φ(−t)vu| ≤ Ce−λt|vu| for vu ∈ Eu
x and t ≥ 0.

Definition 3.2. We say that a vector field X ∈ F(M) is struclurally stable if there exists
a neighborhood U ⊂ F(M) of X such that for any Y ∈ U there exists a homeomorphism
α :M →M which maps trajectories of X to trajectories of Y and preserves the direction of
movement alomg trajectories. In other words there exists a map τ : R×M → R such that

• for any x ∈M , the function τ(·, x) increases and maps R into R;

• τ(0, x) = x for any x ∈M ;

• α(φ(t, x)) = ψ(τ(t, x), α(x)) for any t ∈ R, x ∈ M , where ψ(·, ·) is the flow generated
by Y .

Let us denote by S and N the sets of structurally stable and nonsingular vector fields,
respectively. For a vector field X denote by Ω(X) the set of nonwondering points of X .

Not Let us pass to the definition of the shadowing property.

Definition 3.3. Fix a number d > 0. We say that a mapping g : R → M (not necessarily
continuous) is a d-pseudotrajectory (both for the field X and flow φ) if

dist(g(τ + t), φ(t, g(τ))) < d for τ ∈ R, t ∈ [0, 1]. (3.1)

Definition 3.4. A reparametrization is an increasing homeomorphism h of the line R; we
denote by Rep the set of all reparametrizations.

For a > 0, we denote

Rep(a) =

{

h ∈ Rep :

∣

∣

∣

∣

h(t)− h(s)

t− s
− 1

∣

∣

∣

∣

< a, t, s ∈ R, t 6= s

}

.
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Definition 3.5. We say that a vector field X has the standard shadowing property (X ∈
StSh) if for any ε > 0 we can find d > 0 such that for any d-pseudotrajectory g(t) of X there
exists a point p ∈M and a reparametrization h ∈ Rep(ε) such that

dist(g(t), φ(h(t), p)) < ε for t ∈ R. (3.2)

Definition 3.6. We say that a vector field X has the oriented shadowing property (X ∈
OrientSh) if for any ε > 0 we can find d > 0 such that for any d-pseudotrajectory of X
there exists a point p ∈M and a reparametrization h ∈ Rep such that inequalities (3.2) hold
(thus, it is not assumed that the reparametrization h is close to identity).

Definition 3.7. We say that a vector field has the Lipschitz shadowing property if there
exists L, d0 > 0 such that for any d ∈ (0, d0) and d-pseudotrajectory g there exists x0 ∈ M
and a reparametrisation h ∈ Rep(Ld) such that inequalities (3.2) hold for ε = Ld.

Let us note that the standard shadowing property is equivalent to the strong pseudo orbit
tracing property (POTP) in the sense of Komuro [41]; the oriented shadowing property was
called the normal POTP by Komuro [41] and the POTP for flows by Thomas [101].

Standard and oriented shadowing properties differs only in restrictions on reparametriza-
tions. In case of standard shadowing reparametrization is asked to be close to identity and in
case of the oriented shadowing it can be an arbitrarily increasing homeomorphism. Clearly

StSh(M) ⊂ OrientSh(M). (3.3)

In paragraph 3.4 we show that the difference in the choice of reparametrization is essential,
so inclusion (3.3) is strict [102]. However for vector fields without singularities standard and
oriented shadowing properties are equivalent [41].

Definition 3.8. We say that a vector fieldX and the corresponding flow φ(t, x) are expansive
if there exist constants a, δ > 0 such that if

dist(φ(t, x), φ(α(t), y)) < a, t ∈ R,

for points x, y ∈ M and an increasing homeomorphism α of the real line, then y = φ(τ, x)
for some |τ | < δ.

As in the case of diffeomorphisms the following shadowing lemma holds.

Theorem 3.1. If Λ is a hyperbolic set for a vector field X, then there exists a neighborhood
V of Λ such that X has the Lipschitz shadowing property on V and is expansive on V .

Moreover,

Theorem 3.2. [71] Structurally stable vector fields satisfy the Lipschitz shadowing property.
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Remark 3.3. In fact, it is shown in [71] that if a structurally stable vector field does not have
closed trajectories, then it has the Lipschitz shadowing property without reparametrization
of shadowing trajectories: there exists L > 0 such that if g(t) is a d-pseudotrajectory with
small d, then there exists a point x such that

dist(g(t), φ(t, x)) ≤ Ld, t ∈ R.

In the present chapter we study structure of the set of vector fields satisfying shadowing
properties. Lee and Sakai [47] proved the following:

Theorem 3.4. Int1(StSh∩ N) ⊂ S.

To formulate second result, we need one more notion.
We say that matrix A belong to class K if all its eigenvalues have nonzero real part. Let

us note that fixed point p is hyperbolic iif DX(p) ∈ K. Let us denote by K+
1 the set of

matrixes A ∈ K satisfying the following: there exists real eigenvalue a1 > 0 such that if
c1 + d1i is an eigenvalue of A with c1 > 0 and d1 6= 0 then c1 > a1. Let us denote by K+

2

the set of matrixes A ∈ K satisfying the following: there exists a pair of complex conjugate
eigenvalues a1 ± b1i with a1 > 0, such that if c1 > 0 is an eigenvalue of A then c1 > a1. Note
that K+

1 ∩ K+
2 = ∅, but K+

1 ∪ K+
2 6= K

Denote by K−
1 the set of matrixes A, satisfying −A ∈ K+

1 . Denote by K−
2 the set of

matrixes A, satisfying −A ∈ K+
2

Definition 3.9. Let us say that a vector field X belongs to the class B if X has two
hyperbolic rest points p and q (not necessarily different) with the following properties:

1. DX(p) ∈ K+
2 ,

2. DX(q) ∈ K−
2 ,

3. the stable manifold W s(p) and the unstable manifold W u(q) have a trajectory of non-
transverse intersection.

Condition (1) above means that the “weakest” contraction in W s(q) is due to the eigen-
values µ1,2 (condition (2) has a similar meaning).

In my Ph. D. Thesis among other results I have proved the following two theorems

Theorem 3.5. Int1(OrientSh \B) = S.

Theorem 3.6. If dimM ≤ 3, then Int1(OrientSh) = S.

Note that Theorem 3.5 generalises above-mentioned result by Lee and Sakai.

3.2 Example of a not structurally stable vector field

In this section we show that exclusion from consideration of vector fields of class B was
essential. More precisely we prove the following [83].

Theorem 3.7. Int1(OrientSh) ∩ B 6= ∅.
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3.2.1 Construction of the example

Consider a vector field X∗ on the manifold M = S2 × S2 that has the following properties
(F1)-(F3) (φ∗ denotes the flow generated by X∗).

(F1) The nonwandering set of φ∗ is the union of four rest points p∗, q∗, s∗, u∗.

(F2) For some δ > 0 we can introduce coordinates in the neighborhoods B(δ, p∗) and
B(δ, q∗) such that

X∗(x) = J∗
p (x− p∗), x ∈ B(δ, p∗), and X∗(x) = J∗

q (x− q∗), x ∈ B(δ, q∗),

where

J∗
p = −J∗

q =









−1 0 0 0
0 −2 0 0
0 0 1 −1
0 0 1 1









,

(F3) The point s∗ is an attracting hyperbolic rest point. The point u∗ is a repelling
hyperbolic rest point. The following condition holds:

W u(p∗) \ {p∗} ⊂W s(s∗), W s(q∗) \ {q∗} ⊂W u(u∗). (3.4)

The intersection of W s(p∗) ∩ W u(q∗) consists of a single trajectory α∗, and for any
x ∈ α∗, the condition

dimTxW
s(p∗)⊕ TxW

u(q∗) = 3 (3.5)

holds.

These conditions imply that the two-dimensional manifolds W s(p∗) and W u(q∗) intersect
along a one-dimensional curve in the four-dimensional manifold M . Thus, W s(p∗) and
W u(q∗) are not transverse; hence, X∗ ∈ B.

A construction of such a vector field is given in paragraph 3.2.5.
To prove Theorem 3.7, we show that X∗ ∈ Int1(OrientSh).

The vector field X∗ satisfies Axiom A and the no-cycle condition; hence, X∗ is Ω-stable.
Thus, there exists a neighborhood V of X∗ in the C1-topology such that for any field X ∈ V ,
its nonwandering set consists of four hyperbolic rest points p, q, s, u which belong to small
neighborhoods of p∗, q∗, s∗, u∗, respectively. We denote by φ the flow of any X ∈ V and by
W s(p),W u(p) etc the corresponding stable and unstable manifolds.

Note that if the neighborhood V is small enough, then there exists a number c > 0 (the
same for all X ∈ V ) such that

B(c, s∗) ⊂W s(s) and B(c, u∗) ⊂W u(u).

Consider the set Θ = W u(p∗) ∩ ∂B(δ, p∗) (where ∂A is the boundary of a set A). Condition
(3.4) implies that there exists a neighborhood UΘ of Θ and a number T > 0 such that

φ∗(T, x) ∈ B(c/2, s∗), x ∈ UΘ.
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Reducing V , if necessary, we may assume that

W u(p) ∩ ∂B(δ, p) ⊂ UΘ and φ(T, x) ∈ B(c, s∗), x ∈ UΘ.

Hence, W u(p) \ {p} ⊂W s(s), and

W u(p) ∩W s(q) = ∅. (3.6)

Similarly, we may assume that W s(q) \ {q} ⊂W u(u).
The following two cases are possible for X ∈ V .

(S1) W s(p) ∩W u(q) = ∅.

(S2) W s(p) ∩W u(q) 6= ∅.

In case (S1), X is a Morse-Smale field; hence, X ∈ S. Theorem 3.2 implies that X ∈
OrientSh.

Thus, in the rest of the proof of Theorem 3.7, we consider case (S2). Our goal is to show
that if the neighborhood V is small enough, then X ∈ OrientSh.

3.2.2 Properties of small perturbations of X∗

Lemma 3.8. If the neighborhood V is small enough, then the intersection W s(p) ∩W u(q)
consists of a single trajectory.

Proof. Denote x∗p = α∗ ∩ ∂B(δ, p∗) and x∗q = α∗ ∩ ∂B(δ, q∗).
Consider sections Qp and Qq transverse to α at the points x∗p and x∗q , respectively, and

the corresponding Poincaré map F ∗ : Qq → Qp. Consider the curves ξ∗p = W s(p∗) ∩ Qp ∩
B(δ/2, x∗p) and ξ

∗
q =W s(q∗)∩Qq ∩B(δ/2, x∗q). Note that ξ

∗
p and F ∗(ξ∗q ) intersect at a single

point x∗p.
Let ξp = W s(p) ∩ Qp ∩ B(δ/2, x∗p) and ξq = W u(q) ∩ Qq ∩ B(δ/2, x∗q). Let F be the

Poincaré transformation for X from Qq to Qp similar to F ∗.
If the neighborhood V is small enough, then the curves ξp, ξq, and F (ξq) are C1-close to

ξ∗p , ξ
∗
q , and F

∗(ξ∗q ), respectively (hence, the intersection of ξp and F (ξq) contains not more
than one point).

The same reasoning as in the proof of (3.6) shows that if the neighborhood V is small
enough, x ∈ W s(p) \ {p}, and the trajectory of x does not intersect ξp, then x ∈ W u(u).

Thus, any trajectory in W s(p) ∩W u(q) must intersect ξp; similarly, it must intersect ξq
as well as F (ξq).

It follows that the intersection W s(p)∩W u(q) (which is nonempty since we consider case
(S2)) consists of a single trajectory containing the unique point xp of intersection of ξp and
F (ξq) (we denote this trajectory by α). This completes the proof of Lemma 3.8.

Remark 3.9. Let us note an important property of intersection of W s(p) and W u(q) along
α (see (3.8) below).
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Let xq = F−1(xp); denote by ip and iq unit tangent vectors to the curves ξp and ξq at xp
and xq, respectively. Our reasoning above and condition (3.5) show that if the neighborhood
V is small enough, then the vectors ip and DF (xq)iq are not parallel:

DF (xq)iq ∦ ip. (3.7)

Take any two points yp = φ(t1, xp) and yq = φ(t2, xq) with t1 ≥ 0, t2 ≤ 0; let Sp and Sq

be smooth transversals to α at these points. Let ep and eq be tangent vectors of Sp ∩W s(p)
and Sq ∩ W u(q) at yp and yq, respectively. Denote by f : Sq → Sp, Hp : Qp → Sp, and
Hq : Sq → Qq the corresponding Poincaré transformations for X . Then f = Hp ◦ F ◦Hq,

ep ‖ DHp(xp)ip, and eq ‖ DH
−1
q (xq)iq.

Hence, Df(yq)eq ‖ DHp ◦DF (xq)iq, and it follows from (3.7) that

Df(yq)eq ∦ ep. (3.8)

3.2.3 Oriented shadowing property for small perturabations

Now it remains to show that if V is small enough and X ∈ V , then X ∈ OrientSh (recall that
we consider case (S2)). This proof is rather complicated, and we first describe its scheme.

We fix two points yp, yq ∈ α in small neighborhoods Up and Uq of p and q, respectively
(the choice of Up and Uq is specified later). We consider special pseudotrajectories (of type
Ps): the ”middle” part of such a pseudotrajectory is the part of α between yq and yp, while its
”negative” and ”positive” tails are parts of trajectories that start near yq and yp, respectively.
We show that our shadowing problem is reduced to shadowing of pseudotrajectories of type
Ps.

The key part of the proof is a statement ”on four balls.” It is shown that if B1, . . . , B4

are small balls such that B1 and B4 are centered at points of W s(q) and W u(p), while B2

and B3 are centered at yq and yp, respectively, then there exists an exact trajectory that
intersects B1, . . . , B4 successfully as time grows. This statement (and its analog) allows us
to prove that pseudotrajectories of type Ps can be shadowed.

Let us fix points yp, yq ∈ α (everywhere below, we assume that yp = α(Tp) and yq = α(Tq)
with Tp > Tq) and a number δ > 0. We say that g(t) is a pseudotrajectory of type Ps(δ) if

g(t) =











φ(t− Tp, xp), t > Tp,

φ(t− Tq, xq), t < Tq,

α(t), t ∈ [Tq, Tp],

(3.9)

for some points
xp ∈ B(δ, yp) and xq ∈ B(δ, yq).

Fix an arbitrary ε > 0. We prove the following two statements (Propositions 3.10 and
3.11). In these statements, we say that a pseudotrajectory g(t) can be ε-shadowed if there
exists a reparametrization h and a point p such that (3.2) holds.
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An Ω-stable vector field has a continuous Lyapunov function that strictly decreases along
wandering trajectories (see [86]). Hence, there exist small neighborhoods Up and Uq of points
p and q, respectively, such that

φ(t, x) /∈ Uq, x ∈ Up, t ≥ 0. (3.10)

Proposition 3.10. For any δ > 0, yp ∈ α ∩ Up, and yq ∈ α ∩ Uq there exists d > 0
such that if g(t) is a d-pseudotrajectory of X, then either g(t) can be ε-shadowed or there
exists a pseudotrajectory g∗(t) of type Ps(δ) with these yp and yq such that dist(g(t), g∗(t)) <
ε/2, t ∈ R.

Proposition 3.11. There exists δ > 0, yp ∈ α ∩ Up, and yq ∈ α ∩ Uq such that any
pseudotrajectory of type Ps(δ) with these yp and yq can be ε/2-shadowed.

Clearly, Propositions 3.10 and 3.11 imply that X ∈ OrientSh.

To prove Proposition 3.10, we need an auxiliary statement.

Lemma 3.12. For any x ∈ α and ε, ε1 > 0 there exists d > 0 such that if

{g(t) : t ∈ R} ∩B(ε1, x) = ∅, (3.11)

for a d-pseudotrajectory g(t), then one can find x0 ∈M and h(t) ∈ Rep such that

dist(g(t), φ(h(t), x0)) < ε, t ∈ R.

Proof. Take ∆ < ε1/2 such that if ap = φ(1, x) and aq = φ(−1, x), then ap, aq /∈
B(∆, x). Let Sp and Sq be three-dimensional transversals to α at ap and aq, respectively. Let
f : Sq → Sp be the corresponding Poincaré mapping. Note that the intersections W u(q)∩Sq

and W s(p) ∩ Sp near aq and ap are one-dimensional, hence the curves f(W u(q) ∩ Sq) and
W s(p) ∩ Sp in Sp are nontransverse.

It is shown in [58, 88] that there exists an arbitrarily small perturbation of the field X
supported in B(∆, x) and such that the Poincaré mapping f̃ : Sq → Sp of the perturbed
field X̃ satisfies the condition

f̃(W u(q) ∩ Sq) ∩ (W s(p) ∩ Sp) = ∅.

Similarly to case (S1), we conclude that we can find X̃ ∈ S.
Set ε2 = min(ε, ε1/2) and find d > 0 such that any d-pseudotrajectory of the field X̃ can

be ε2-shadowed. We assume, in addition, that

∆ + d < ε1. (3.12)

Consider an arbitrary d-pseudotrajectory g(t) of X for which (3.11) holds. By (3.12), g(t)
is a d-pseudotrajectory of the field X̃. Due to the choice of d, there exists x0 ∈ M and
h(t) ∈ Rep such that

dist(g(t), φ̃(h(t), x0)) < ε2,
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where φ̃ is the flow of X̃. Hence, {φ̃(h(t), x0), t ∈ R} ∩ B(ε1, x) = ∅; it follows that
φ̃(h(t), x0) = φ(h(t), x0), which proves Lemma 3.12.

Proof of Proposition 3.10. Take δ > 0, yp ∈ α ∩ Up, and yq ∈ α ∩ Uq. Let yq = α(Tq)
and yp = α(Tp). There exists δ1 ∈ (0,min(δ, ε)) such that B(δ1, yp) ⊂ Up, B(δ1, yq) ⊂ Uq,
and if xp ∈ B(δ1, yp) and xq ∈ B(δ1, yq), then

g∗(t) =











φ(t− Tp, xp), t > Tp,

α(t), t ∈ [Tq, Tp],

φ(t− Tq, xq), t < Tq,

(3.13)

is a pseudotrajectory of type Ps(δ).
Take x = α(T ), where T ∈ (Tq, Tp). Applying Lemma 3.12, we can find ε1 > 0 such that

if d is small enough, then for any d-pseudotrajectory g(t), one of the following two cases
holds (after a shift of time):

(A1)
{g(t), t ∈ R} ∩ B(ε1, x) = ∅,

and g(t) can be ε-shadowed;

(A2)
g(Tp) ∈ B(δ1/2, yp), g(Tq) ∈ B(δ1/2, yq),

and
dist(g(t), α(t)) < ε/2, t ∈ [Tq, Tp].

To prove Proposition 3.10, it remains to consider case (A2).
Apply the same reasoning as in Lemma 3.12 to construct a field X̃ ∈ S that coincides

with X outside B(δ1/2, yq); let φ̃ be the flow of X̃ .
Note that X̃ does not have closed trajectories. Reducing d, if necessary, we may assume

that any d-pseudotrajectory of X̃ can be δ1/2-shadowed in the sense of Remark 1.
Consider the mapping

g̃p(t) =











φ̃(t− Tp, g(Tp)), t < Tp,

g(t), t ∈ [Tp, T ],

φ̃(t− T, g(T )), t > T,

where
T = inf{t > Tp : g̃p(t) ∈ B(δ1, yq)}

(if {t > Tp : g̃p(t) ∈ B(δ1, yq)} = ∅, we set T = +∞). Since

B(δ1/2, g(t)) ∩ B(δ1/2, yq) = ∅

for t ∈ [Tp, T ), g̃p(t) is a d-pseudotrajectory of X̃ . Hence, there exists a point xp such that

dist(g̃p(t), φ̃(t− Tp, xp)) < δ1/2, t ∈ R.
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The first inclusion in (A2) implies that xp ∈ B(δ, yp).
Since trajectories of X and X̃ coincide outside B(δ1/2, yq), we deduce from (3.10) that

T = +∞; hence,
dist(g(t), φ(t− Tp, xp)) < δ1/2, t ≥ Tp.

Similarly (reducing d, if necessary), we find xq ∈ B(δ, yq) such that

dist(g(t), φ(t− Tq, xq)) < δ1/2, t ≤ Tq.

Clearly, the mapping (3.13) is a pseudotrajectory of type Ps(δ) such that

dist(g(t), g∗(t)) < ε/2, t ∈ R.

This completes the proof of Proposition 3.10.
In the remaining part of the paper, we prove Proposition 3.11. Let us recall that we

consider a vector field X in a small neighborhood V of X∗ for which W s(p) ∩W u(q) 6= ∅.
Without loss of generality, we may assume that

O+(B(ε/2, s), φ) ⊂ B(ε, s) and O−(B(ε/2, u), φ) ⊂ B(ε, u).

Take m ∈ (0, ε/8) such that B(m, p) ⊂ Up, B(m, q) ⊂ Uq and the flow of the vector field
X in the neighborhoods B(2m, p) and B(2m, q) is conjugate by a homeomorphism to the
flow of a linear vector field.

We take points yp = α(Tp) ∈ B(m/2, p) ∩ α and yq = α(Tq) ∈ B(m/2, q) ∩ α. Then
O+(yp, φ) ⊂ B(m, p) and O−(yq, φ) ⊂ B(m, q). Take δ > 0 such that if g(t) is a pseu-
dotrajectory of type Ps(δ) (with yp and yq fixed above), t0 ∈ R, and x0 ∈ B(2δ, g(t0)),
then

dist(φ(t− t0, x0), g(t)) < ε/2, |t− t0| ≤ T + 1, (3.14)

where T = Tp − Tq.
Consider a number τ > 0 such that if x ∈ W u(p) \ B(m/2, p), then φ(τ, x) ∈ B(ε/8, s).

Take ε1 ∈ (0, m/4) such that if two points z1, z2 ∈M satisfy the inequality dist(z1, z2) < ε1,
then

dist(φ(t, z1), φ(t, z2)) < ε/8, |t| ≤ τ.

In this case, for any y ∈ B(ε1, x) (recall that we consider x ∈ W u(p) \ B(m/2, p)), the
following inequalities hold:

dist(φ(t, x), φ(t, y)) < ε/4, t ≥ 0. (3.15)

Reducing ε1, if necessary, we may assume that if x′ ∈ W s(q) \B(m/2, q) and y′ ∈ B(ε1, x
′),

then
dist(φ(t, x′), φ(t, y′)) < ε/4, t ≤ 0.

Let g(t) be a pseudotrajectory of type Ps(δ), where δ, yp, and yq satisfy the above-
formulated conditions. We claim that if δ is small enough, then g(t) can be ε/2-shadowed
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(in fact, we have to reduce δ and to impose additional conditions on yp and yq). Below we
denote W u

loc(p,m) =W u(p) ∩B(m, p) etc.
Additionally decreasing δ, we may assume that for any points zp ∈ W u

loc(p,m), x0 ∈
B(δ, yp), and s > 0 such that φ(s, x0) ∈ B(δ, zp), the following inclusions hold:

φ(t, x0) ∈ B(2m, p), t ∈ [0, s]. (3.16)

Let us consider several possible cases.

Case (P1): xp /∈ W s(p) and xq /∈ W u(q). Let

T ′ = inf{t ∈ R : φ(t, xp) /∈ B(p, 3m/4)}.

If δ is small enough, then dist(φ(T ′, xp),W
u(p)) < ε1. In this case, there exists a point

zp ∈ W u
loc(p,m) \B(m/2, p) such that

dist(φ(T ′, xp), zp) < ε1.

Applying a similar reasoning in a neighborhood of q (and reducing δ, if necessary), we find
a point zq ∈ W s

loc(q,m) \B(m/2, q) and a number T ′′ < 0 such that dist(φ(T ′′, xq), zq) < ε1.
Let us formulate a key lemma which we prove later (precisely this lemma is the above-

mentioned statement ”on four balls”).

Lemma 3.13. There exists m > 0 such that for any points

yp ∈ B(m, p) ∩ α, zp ∈ W u
loc(p,m) \ {p},

yq ∈ B(m, q) ∩ α, zq ∈ W s
loc(q,m) \ {q},

and for any number m1 > 0 there exists a trajectory of the vector field X that intersects
successively the balls B(m1, zq), B(m1, yq), B(m1, yp), and B(m1, zp) as time grows.

We reduce m to satisfy Lemma 3.13 and apply this lemma with m1 = min(δ, ε1). Find a
point x0 and numbers t1 < t2 < t3 < t4 such that

φ(t1, x0) ∈ B(m1, zq), φ(t2, x0) ∈ B(m1, yq),

φ(t3, x0) ∈ B(m1, yp), φ(t4, x0) ∈ B(m1, zp).

Inequalities (3.14) imply that if δ is small enough, then

dist(φ(t3 + t, x0), g(Tp + t)) < ε/2, t ∈ [Tq − Tp, 0]. (3.17)

Define a reparametrization h(t) as follows:

h(t) =



















h(Tq + T ′′ + t) = t1 + t, t < 0,

h(Tp + T ′ + t) = t4 + t, t > 0,

h(Tp + t) = t3 + t, t ∈ [Tq − Tp, 0],

h(t) increases, t ∈ [Tp, Tp + T ′] ∪ [Tq + T ′′, Tq].
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If t ≥ Tp + T ′, then inequality (3.15) implies that

dist(φ(h(t), x0), φ(t− (Tp + T ′), zp)) < ε/4

and
dist(φ(t− Tp, xp), φ(t− (Tp + T ′), zp)) < ε/4.

Hence, if t ≥ Tp + T ′, then
dist(φ(h(t), x0), g(t)) < ε/2. (3.18)

Inclusion (3.16) implies that for t ∈ [Tp, Tp + T ′] the inclusions φ(h(t), x0), g(t) ∈ B(m, p)
hold, and inequality (3.18) holds for these t as well.

A similar reasoning shows that inequality (3.18) holds for t ≤ Tq. If t ∈ [Tq, Tp], then
inequality (3.18) follows from (3.17). This completes the proof in case (P1).

Case (P2): xp ∈ W s(p) and xq /∈ W u(q). In this case, Lemma 3.13 is replaced by the
following statement.

Lemma 3.14. There exists m > 0 such that for any points

yp ∈ B(m, p) ∩ α, yq ∈ B(m, q) ∩ α, zq ∈ W s
loc(q,m) \ {q},

and a number m1 > 0 there exists a trajectory of the vector field X that intersects successively
the balls B(m1, zq), B(m1, yq), and B(m1, yp) ∩W

s
loc(p,m) as time grows.

The rest of the proof uses the same reasoning as in case (P1).

Case (P3): xp /∈ W s(p) and xq ∈ W u(q). This case is similar to case (P2).

Case (P4): xp ∈ W s(p) and xq ∈ W u(q). In this case, we take α as the shadowing
trajectory; the reparametrization is constructed similarly to case (P1).

Thus, to complete the consideration of case (S2), it remains to prove Lemmas 3.13 and
3.14.

3.2.4 Proof of lemma “on four balls”

In this section we prove Lemmas 3.13 and 3.14.

Proof of Lemma 3.13. We first fix proper coordinates in small neighborhoods of the points
p and q. Let us begin with the case of the point p.

Taking a small neighborhood V of the vector field X∗, we may assume that the Jacobi
matrix Jp = DX(p) is as close to J∗

p as we want.
Thus, we assume that p = 0 in coordinates u1 = (x1, x2), u2 = (x3, x4), and Jp =

diag(Ap, Bp), where

Ap =

(

−λ1 0
0 −λ2

)

, Bp =

(

ap −bp
bp ap

)

, (3.19)
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and

λ1, λ2, ap, bp > 4g, (3.20)

where g is a small positive number to be chosen later (and a similar notation is used in Uq).

Then we can represent the field X in a small neighborhood U of the point p in the form

X(u1, u2) =

(

Ap 0
0 Bp

)(

u1
u2

)

+

(

X12(u1, u2)
X34(u1, u2)

)

, (3.21)

where

X12, X34 ∈ C1, |X12|C1 , |X34|C1 < g, X12(0, 0) = X34(0, 0) = (0, 0). (3.22)

Under these assumptions, p = 0 is a hyperbolic rest point whose two-dimensional unstable
manifold in the neighborhood U is given by u2 = G(u1), where G : R2 → R

2, G ∈ C1. We
can find g > 0 such that if the functions X12 and X34 satisfy relations (3.22), then

‖DG(u1)‖ < 1 while (u1, G(u1)) ∈ U. (3.23)

We introduce new coordinates in U by v(u1, u2) = (u1, u2−G(u1)) and use a smooth cut-off
function to extend v to a C1 diffeomorphism w of M such that w(x) = x outside a larger
neighborhood U ′ of p. Denote by Y the resulting vector field in the new coordinates.

Remark 3.15. Note that Y is continuous but not necessary C1. Nevertheless, the following
holds. Let S1 and S2 be small smooth three-dimensional disks transverse to a trajectory of
Y and let fY be the corresponding Poincaré transformation generated by the vector field
Y . Consider smooth disks w−1(S1) and w−1(S2) and let fX : w−1(S1) → w−1(S2) be the
corresponding Poincaré transformation. Since fX ∈ C1 and fY = w ◦ fX ◦w−1, we conclude
that fY ∈ C1. We will use this fact below.

If (v1, v2) = v(u1, u2), then

u1 = v1, u2 = v2 +G(v1). (3.24)

Let Y (v1, v2) = (Y1(v1, v2), Y2(v1, v2)). Since the surface u2 = G(u1) is a local stable manifold
of the rest point 0 of the field X , the surface v2 = 0 is a local stable manifold of the rest
point 0 of the vector field Y . Hence,

Y2(v1, 0) = 0 for (v1, 0) ∈ v(U).

Lemma 3.16. The inequalities

|Y2(v1, v2)− (Y2(v1, 0) +Bpv2)| ≤ 2g|v2|, (v1, v2) ∈ v(U), (3.25)

hold.
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Proof. Substitute equalities (3.24) into (3.21) to show that

Y2(v1, v2) = Bp(v2 + G(v1)) +X34(v1, v2 +G(v1))−

−DG(v1)(Apv1 +X12(v1, v2 +G(v1))).

Relations (3.22) and (3.23) imply that

|X34(v1, v2 +G(v1))−X34(v1, G(v1))| ≤ g|v2|

and

|DG(v1)(Apv1 +X12(v1, v2 +G(v1)))−DG(v1)(Apv1 +X12(v1, G(v1)))| ≤ g|v2|.

Hence,

|X34(v1, v2 +G(v1))−X34(v1, G(v1))−

− (DG(v1)(Apv1 +X12(v1, v2 +G(v1)))−DG(v1)(Apv1 +X12(v1, G(v1))))| ≤

≤ 2g|v2|.

The left-hand side of the above inequality equals |Y2(v1, v2)−(Y2(v1, 0)+Bpv2)|, which proves
inequality (3.25).

Note that if yp, yq, zp, zq, and m1 > 0 are fixed, then there exists m∗ > 0 such that if a
trajectory β∗ of the vector field Y intersects successfully the balls B(m∗, v(zq)), B(m∗, v(yq)),
B(m∗, v(yp)), and B(m∗, v(zp)), then the trajectory w−1(β∗) of X has the property described
in Lemma 3.13.

Thus, it is enough to prove Lemma 3.13 for the vector field Y . Since the mapping w is
smooth, the vector field Y satisfies condition (3.8).

To simplify presentation, denote Y by X and its flow by φ. In this notation, there exists
a neighborhood Up of p = 0 in which

X(x) =

(

Ap 0
0 Bp

)

x+Xp(x), (3.26)

where Xp ∈ C0, and if (x1, x2, x3, x4) ∈ Up, then

|P p
34Xp(x1, x2, x3, x4)| < 2gmax(|x3|, |x4|) and P p

34Xp(x1, x2, 0, 0) = 0 (3.27)

(where we denote by P p
34 the projection in Up to the plane of variables x3, x4 parallel to the

plane of variables x1, x2). Conditions (3.27) imply that the plane x3 = x4 = 0 is a local
stable manifold for the vector field X .

Introduce polar coordinates r, ϕ in the plane of variables x3, x4. In what follows (if
otherwise is not stated explicitly), we use coordinates (x1, x2, r, ϕ). For i ∈ {1, 2, 3, 4, r, ϕ},
we denote by P p

i x the ith coordinate of a point x ∈ Up.
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Since the surface W u(p) is smooth and transverse to the plane x3 = x4 = 0, there exist
numbers K > 0 and m2 > 0 such that if points x ∈ W u

loc(p,m2) and y ∈ B(m2, p) satisfy the
equality P p

34x = P p
34y, then

dist(x, y) ≤ K dist(y,W u
loc(p,m2)). (3.28)

We reduce the neighborhood Up so that Up ⊂ B(m2, p).

Lemma 3.17. Let x(t) = (x1(t), x2(t), r(t), ϕ(t)) be a trajectory of the vector field X. The
relations

d
d t
r ∈ ((ap − 4g)r, (ap + 4g)r) and d

d t
ϕ ∈ (bp − 4g, bp + 4g) (3.29)

hold while x(t) ∈ Up.

Proof. Let x3(t) = P p
3 x(t) and x4(t) = P p

4 x(t). Relations (3.19), (3.26) and (3.27) imply
that

d
d t
x3(t) = apx3(t)− bpx4(t) + ∆3(t)

and
d
d t
x4(t) = bpx3(t) + apx4(t) + ∆4(t),

where
|∆3(t)|, |∆4(t)| < 2gr(t). (3.30)

Since x3(t) = r(t) cosϕ(t) and x4(t) = r(t) sinϕ(t), we obtain the equalities

r d
d t
ϕ = rbp +∆4(t) cosϕ−∆3(t) sinϕ

and
d
d t
r = apr +∆3(t) cosϕ+∆4(t) sinϕ.

Inequalities (3.30) imply that

bp − 4g < d
d t
ϕ < bp + 4g

and
(ap − 4g)r < d

d t
r < (ap + 4g)r,

which proves our lemma.
A similar reasoning shows that there exists a neighborhood Uq of the point q in which

we can introduce (after a smooth change of variables) coordinates (y1, y2, y3, y4) (and the
corresponding polar coordinates (r, ϕ) in the plane of variables y3, y4) such that

W u
loc(q,m) ⊂ {y3 = y4 = 0}

and for any trajectory y(t) = (y1(t), y2(t), r(t), ϕ(t)) of the vector field X , the relations

d
d t
r ∈ ((aq − 4g)r, (aq + 4g)r) and d

d t
ϕ ∈ (−bq − 4g,−bq + 4g)

hold while y(t) ∈ Uq.
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Let us continue the proof of Lemma 3.13.
Let Sp ⊂ Up and Sq ⊂ Uq be smooth three-dimensional disks that are transverse to the

vector field X and contain the points yp and yq, respectively. Denote by f : Sq → Sp the
corresponding Poincaré transformation (generated by the field X). We note that f ∈ C1

(see Remark 3.15) and f(yq) = yp.
Consider the lines lp = Sp ∩W

s
loc(p,m) and lq = Sq ∩W

u
loc(q,m) and unit vectors ep ∈ lp

and eq ∈ lq. Let P
p
34 and P

q
34 be the projections to the planes of variables x3, x4 and y3, y4 in

the neighborhoods Up and Uq, respectively. Relation (3.8) implies that

P p
34Df(yq)eq 6= 0 and P q

34Df
−1(yp)ep 6= 0. (3.31)

Take m3 ∈ (0, m1) such that

φ(t, x) ∈ Up, x ∈ B(m3, yp), t ∈ (0, τp(x)),

and
φ(t, y) ∈ Uq, y ∈ B(m3, yq), t ∈ (τq(x), 0),

where
τp(x) = inf{t > 0 : P p

r (φ(t, x)) ≥ P p
r zp},

τq(x) = sup{t < 0 : P q
r (φ(t, y)) ≥ P q

r zq},

and zp, zq are the points mentioned in Lemma 3.13.
Consider the surface Lp ⊂ Sp defined by

Lp = {x+ (y − yp), x ∈ lp, y ∈ f(lq)}.

Let Lq = f−1Lp ⊂ Sq. The surfaces Lp and Lq are divided by the lines lp and lq into
half-surfaces. Let L+

p and L+
q be any of these half-surfaces.

To any point x ∈ L+
p ∩f(L

+
q ) there correspond numbers rp(x) = P p

r x and rq(x) = P q
r f

−1(x);

consider the mapping w : L+
p ∩ f(L+

q ) → R
2 defined by w(x) = (rp(x), rq(x)). We claim that

there exists a neighborhood UL ⊂ L+
p ∩ f(L+

q ) of the point yp on which the mapping w is a
homeomorphism onto its image.

Let r0 and ϕ0 be the polar coordinates of the vector P
p
34Df(yq)eq. Relation (3.31) implies

that r0 6= 0. Hence, there exists a neighborhood Vq of the point yq in Sq such that if y ∈ Vq,
then

P p
rDf(y)eq ∈ [r0/2, 2r0] and P p

ϕDf(y)eq ∈ [ϕ0 − π/8, ϕ0 + π/8]. (3.32)

Take c > 0 such that B(2c, yq) ⊂ Vq. Note that

f(yq + δeq) = f(yq) +

∫ δ

0

Df(yq + seq)eq d s, δ ∈ [0, c].

Conditions (3.32) imply that

P p
ϕ (f(yq + δeq)− f(yq)) ∈ [ϕ0 −

π

8
, ϕ0 +

π

8
], δ ∈ [0, c], (3.33)
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and the mapping Qp(δ) : [0, c] → R defined by Qp(δ) = P p
r f(yq + δeq) is a homeomorphism

onto its image. Similarly (reducing g, if necessary), one can show that if x ∈ B(g, yp), then
the mapping Qq,x(δ) : [0, g] → R defined by Qq,x(δ) = P q

r f
−1(x + δep) is a homeomorphism

onto its image.
Take δp, δq ∈ [0, c] and let x = δpep + f(yq + δqeq). Then rp(x) = Qp(δq) and rq(x) =

Qq,f(yq+δqeq)(δp). It follows that the mapping w is a homeomorphism onto its image. Indeed,
if g1 > 0 is small enough, then the mapping w−1(ξ, η) = (x(ξ), Q−1

q,x(ξ)(η)), where x(ξ) =

f(yq +Q−1
p (ξ)eq), is uniquely defined and continuous for (ξ, η) ∈ [0, g1]× [0, g1].

We reduce m3 so that the following relations hold:

m3 < c, B(m3, yp) ∩ L
+
p ⊂ UL, and B(m3, yq) ∩ L

+
q ⊂ f−1UL.

Let us prove a statement which we use below.

Lemma 3.18. For any m1 > 0 there exist numbers r1, r2 ∈ (0, m1) and T1, T2 > 0 with the
following property: if γ(s) : [0, 1] → L+

p is a curve such that

P p
r γ(0) = r1, P p

r γ(1) = r2, (3.34)

and

γ(s) ∈ L+
p ∩ B(m2, yp), s ∈ [0, 1], (3.35)

then there exist numbers τ ∈ [T2, T1] and s ∈ [0, 1] such that

φ(τ, γ(s)) ∈ B(m1, zp).

Proof. Let rp = P p
r zp and ϕp = P p

ϕzp. For r > 0, denote

Tmin(r) =
log rp − log r

ap + 4g
and Tmax(r) =

log rp − log r

ap − 4g
.

Note that if r < rp, then Tmax(r) > Tmin(r) and that Tmin(r) → ∞ as r → 0. Take T > 0
such that if τ > T , x ∈ B(m2, yp), and

φ(t, x) ⊂ Up, t ∈ [0, τ ],

then

dist(W u
loc(p,m), φ(τ, x)) <

m1

2K
. (3.36)

Take r1, r2 ∈ (0,min(m2, rp)) such that

r2 > r1, Tmin(r2) > T,

and

(bp − 4g)Tmin(r1)− (bp + 4g)Tmax(r2) > 4π. (3.37)
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Set T1 = Tmax(r1) and T2 = Tmin(r2). Since the function γ(s) is continuous, inclusions
(3.29) and inequalities (3.20) imply that there exists a uniquely defined continuous function
τ(s) : [0, 1] → R such that

P p
r φ(τ(s), γ(s)) = rp.

It follows from inclusions (3.29) and equalities (3.34) that

τ(0) ∈ [Tmin(r1), Tmax(r1)], τ(1) ∈ [Tmin(r2), Tmax(r2)], τ(s) ∈ [T2, T1].

Now we apply relations (3.20), (3.29), and (3.33) to show that

P p
ϕφ(τ(0), γ(0)) ≥ (bp − 4g)Tmin(r1) + ϕ0 − π/8

and
P p
ϕφ(τ(1), γ(1)) ≤ (bp + 4g)Tmax(r2) + ϕ0 + π/8.

Since the function τ(s) is continuous, the above inequalities and inequalities (3.37) imply
the existence of s ∈ [0, 1] such that

P p
ϕφ(τ(s), γ(s)) = ϕp mod 2π.

Hence, P p
34φ(τ(s), γ(s)) = P p

34zp. It follows from this equality combined with relations (3.28),
(3.36), and the inequality τ(s) > T that φ(τ(s), γ(s)) ∈ B(m1/2, zp), which proves Lemma
3.18.

Let r1, r2 ∈ (0, m2) and T1, T2 > 0 be the numbers given by Lemma 3.18. Consider the
set

Ap = {φ(t, x) : t ∈ [−T1,−T2], x ∈ ClB(m2/2, zp)} ∩ L
+
p .

Note that Ap is a closed set that intersects any curve γ(s) satisfying conditions (3.34) and
(3.35).

We apply a similar reasoning in the neighborhood Uq to the vector field −X to show that
there exist numbers r′1, r

′
2 ∈ (0, m2) and T

′
1, T

′
2 > 0 such that the set

Aq = {φ(t, x) : t ∈ [T ′
2, T

′
1], x ∈ ClB(m2/2, zq)} ∩ L

+
q

is closed and intersects any curve γ(s) : [0, 1] → L+
q ∩ B(m2, yq) such that

P q
r γ(0) = r′1 and P q

r γ(1) = r′2.

We claim that
Ap ∩ f(Aq) 6= ∅, (3.38)

which proves Lemma 3.13.
Consider the set K ⊂ L+

p ∩ f(L+
q ) bounded by the curves k1 = L+

p ∩ {P p
r x = r1}, k2 =

L+
p ∩ {P p

r x = r2}, k
′
1 = f(L+

q ∩ {P q
r y = r′1}), and k

′
2 = f(L+

q ∩ {P q
r y = r′2}). Since w(x) is a

homeomorphism, the set K is homeomorphic to the square [0, 1]× [0, 1].
The following statement was proved in [79].
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Lemma 3.19. Introduce in the square I = [0, 1] × [0, 1] coordinates (u, v). Assume that
closed sets A,B ⊂ I are such that any curve inside I that joins the segments u = 0 and
u = 1 intersects the set A and any curve inside I that joins the segments v = 0 and v = 1
intersects the set B. Then A ∩B 6= ∅.

The set Ap is closed. By Lemma 3.18, Ap intersects any curve in K that joins the sides
k1 and k2. Similarly, the set Aq is closed and intersects any curve that belongs to f−1(K)
and joins the sides f−1(k′1) and f

−1(k′2). Thus, the set f(Aq) intersects any curve in K that
joins the sides k′1 and k

′
2. By Lemma 3.19 inequality (3.38) holds. Lemma 3.13 is proved.

Proof of Lemma 3.14. Similarly to the proof of Lemma 3.13, let us consider the subspaces
L+
p and L+

q and a number m2 ∈ (0, m1) and construct the set Aq ⊂ L+
q . Note that the set

f−1(B(m1, yp) ∩ W s(p) ∩ L+
p ) contains a curve that satisfies conditions (3.34) and (3.35).

Hence, B(m1, yp) ∩W s(p) ∩ f(Aq) 6= ∅. For any point in this intersection, its trajectory is
the desired shadowing trajectory.

3.2.5 Embeding of X∗ onto S2 × S2

Consider two 2-dimensional spheres M1 and M2. Let us introduce coordinates (r1, ϕ1) and
(r2, ϕ2) on M1 and M2, respectively, where r1, r2 ∈ [−1, 1] and ϕ1, ϕ2 ∈ R/2πZ. We identify
all points of the form (−1, ·) as well as points of the form (1, ·). Denote

M+
1 = {(r1, ϕ1), r1 ≥ 0} and M−

1 = {(r1, ϕ1), r1 ≤ 0}.

Consider a smooth vector field X1 defined on M+
1 such that its trajectories (r1(t), ϕ1(t))

satisfy the following conditions:

d
d t
r1 = 1, d

d t
ϕ1 = 0, r1 = 0;

d
d t
r1 > 0, r1 > 0;

d
d t
r1 = 0, r1 = 1.

We also assume that, in proper local coordinates in a neighborhood of the “North Pole” (1, ·)
of the sphere M1, the vector field X1 is linear, and

DX1(1, ·) =

(

−2 0
0 −1

)

.

Thus, (1, ·) is an attracting hyperbolic rest point of X1, and every trajectory of X1 in M+
1

tends to (1, ·) as time grows.
Consider a smooth vector field X2 on M2 such that its nonwandering set Ω(X2) consists

of two rest points: a hyperbolic attractor s2 = (0, π) and a hyperbolic repeller u2 = (0, 0).
Assume that, in proper coordinates, the vector field X2 is linear in neighborhoods of s2 and
u2, and

DX2(s2) = −DX2(u2) =

(

−1 1
−1 −1

)

.
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Consider the vector field X+ defined on M+
1 ×M2 by the following formula

X+(r1, ϕ1, r2, ϕ2) = (X1(r1, ϕ1), r
2
1X2(r2, ϕ2)).

Consider infinitely differentiable functions g1 : M+
1 → R, g2, g3 : [−1, 1] → [−1, 1], and

g4 :M
+
1 → [0, 1] satisfying the following conditions:

g1(0, 0) = 0; g1(r1, ϕ1) ∈ (0, 2π), (r1, ϕ1) 6= 0,

g′2(r2) ∈ (0, 2), r2 ∈ [−1, 1];

g2(0) < 0, g2(−1) = −1, g2(1) = 1;

g3(r2) = 2r2 − g2(r2), r2 ∈ [−1, 1];

g4(0, 0) = 1/2,
∂

∂ϕ1
g4(0, 0) 6= 0.

Note that the functions g2 and g3 are monotonically increasing.
Consider a mapping f ∗ :M+

1 ×M2 → M−
1 ×M2 defined by the following formula:

f ∗(r1, ϕ1, r2, ϕ2) = (−r1, ϕ1, g4(r1, ϕ1)g2(r2) + (1− g4(r1, ϕ1))g3(r2), ϕ2 + g1(r1, ϕ1)).

Clearly, f ∗ is surjective; the monotonicity of g2 and g3 implies that f ∗ is a diffeomorphism.
Using the standard technique with a “bump” function, one can construct a diffeomor-

phism f : M+
1 ×M2 → M−

1 ×M2 such that, for small neighborhoods U1 ⊂ U2 of (1, ·, s2),
the following holds:

f(x) = f ∗(x), x /∈ U2,

and f is linear in U1.
Consider the set l = {r1 = 0, r2 = 0, ϕ2 = 0}. Simple calculations show that

f(l) ∩ l = {(0, 0, 0, 0)}, (3.39)

and the tangent vectors to l and f(l) at (0, 0, 0, 0) are parallel to the vectors (0, 1, 0, 0) and
(0, 1, (g2(0)− g3(0))

∂
∂ϕ1

g4(0, 0), ·), respectively. Hence,

dim(T(0,0,0,0)l ⊕ T(0,0,0,0)f(l)) = 2. (3.40)

Define a vector field X− on M−
1 ×M2 by the formula

X−(x) = −D f(f−1(x))X+(f−1(x))

(and note that x(t) is a trajectory of X+ if and only if f(x(−t)) is a trajectory of X−).
Finally, we define the following vector field X∗ on M1 ×M2:

X∗(x) =

{

X+(x), x ∈ M+
1 ×M2,

X−(x), x ∈ M−
1 ×M2

78



Let us check that the vector field X∗ is well-defined on the set {r1 = 0}. Indeed,
X+(0, ϕ1, r2, ϕ2) = (1, 0, 0, 0) and (D f(0, ϕ1, r2, ϕ2))

−1(1, 0, 0, 0) = (−1, 0, 0, 0). It is easy to
see that DX+(0, ϕ1, r2, ϕ2) = DX−(0, ϕ1, r2, ϕ2) = 0. This implies that X ∈ C1.

Let us prove that the vector fieldX∗ satisfies conditions (F1) – (F3). Let (r1(t), ϕ1(t), r2(t), ϕ2(t))
be a trajectory of X∗. The following inequalities hold:

d
d t
r1 > 0, r1 6= ±1. (3.41)

This implies the inclusion Ω(X∗) ⊂ {r1 = ±1}. By the construction of X+, Ω(X∗) ∩ {r1 =
1} = {(1, ·, s2), (1, ·, u2)}. Similarly, Ω(X∗) ∩ {r1 = −1} = {f(1, ·, s2), f(1, ·, u2)}. Denote
s∗ = (1, ·, s2), p∗ = (1, ·, u2), q∗ = f(p), and u∗ = f(s). Clearly, s∗, u∗, p∗, q∗ are hyperbolic
rest points, s∗ is an attractor, u∗ is a repeller, DX(p∗) = J∗

p , and DX(q∗) = J∗
q . In addition,

in small neighborhoods of p∗ and q∗, the vector field X∗ is linear.
It is easy to see that

W s(p∗) ∩ {r1 = 1} = {p∗} and W s(p∗) ∩ {r1 = −1} = ∅.

Inequality (3.41) implies that any trajectory in W s(p∗) \ {p∗} intersects the set {r1 = 0} at
a single point. The definition of X+ implies that W s(p∗) ∩ {r1 = 0} = l. Similarly, any
trajectory inW u(q∗)\{q∗} intersects {r1 = 0} at a single point, andW u(q∗)∩{r1 = 0} = f(l).
It follows from equality (3.39) that W s(p∗) ∩ {r1 = 0} ∩W u(q∗) is a single point, and hence
W s(p∗) ∩W u(q∗) consists of a single trajectory.

Inequality (3.41) implies condition (3.4), and condition (3.40) implies (3.5).

3.3 Ω-stability

In the example in paragraph 3.2 the vector field is not structurally stable due to failure of
the strong transversality condition. However it is not clear if one can construct a vector field
with the robust shadowing property, which does not satisfy Axiom A’.

In present paragraph we prove that vector fields with the robust shadowing property are
Ω-stable and hence satisfy Axiom A’ [25]:

Theorem 3.20. Every vector field satisfying the C1-robustly oriented shadowing property is
Ω-stable.

The key role in the proof is played by the star condition (which means that one can
not get non-hyperbolic singularities or closed trajectories via a C1 small perturbation, see
section 3.3.2 for the details). For diffeomorphisms, it is proved in [5,34,50,55] that the star
condition implies the Ω-stability. However, it is not true for vector fields [20,48]. So we have
to use additional arguments (Lemmas 3.29, 3.30) in order to prove Ω-stability.

3.3.1 Basic properties

Let Per(X) denote the set of rest points and closed orbits of a vector field X .
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Definition 3.10. Let us recall that X is called a Kupka-Smale field (X ∈ KS) if

(KS1) any trajectory in Per(X) is hyperbolic;

(KS2) stable and unstable manifolds of trajectories from Per(X) are transverse.

For us will be important the following result (see [24]):

Theorem 3.21. Int1(KS) = S.

Let T denote the set of vector fields X that have property (KS1).
In my Ph.D. Thesis the following lemmas was proved, see also [83].

Lemma 3.22.
Int1(OrientSh) ⊂ T . (3.42)

Lemma 3.23. If X ∈ Int1(OrientSh), p is a closed trajectory and q ∈ T then intersection
W s(p) ∩W u(q) and W s(q) ∩W u(p) are transverse.

Lemma 3.24. If X ∈ Int1(OrientSh), p and q are fixed points and either DX(p) ∈ K+
1 or

DX(q) ∈ K−
1 then intersection W s(p) ∩W u(q) is transvesre.

Let
Sing(X) = {x ∈M : X(x) = 0}

be the set of singularities of X and

Per′(X) = {x ∈M \ Sing(X) : ∃ T such that φ
T
(x) = x}

be the set of regular periodic points of X . (Here we say a point is regular if it is not a
singularity.)

3.3.2 Star vector fields

In the proofs we need some results about star vector fields. Recall that a vector field X ∈
X 1(M) is a star vector field on M if X has a C1 neighborhood U in X 1(M) such that, for
every Y ∈ U , every singularity of Y and every periodic orbit of Y is hyperbolic. Denote by
X ∗(M) the set of star vector fields on M .

It was proved in [83] and in Ph. D. Thesis of the author that every vector field satisfying
the C1-robustly oriented shadowing property is a star vector field.

Lemma 3.25. Int1(OrientSh(M)) ⊂ X ∗(M).

We say that a point x ∈ M is preperiodic of X , if for any C1 neighborhood U of X in
X 1(M) and any neighborhood U of x in M , there exists Y ∈ U and y ∈ U such that y is a
regular periodic point of Y . Denote by Per∗(X) the set of preperiodic points of X . We will
use the following result which is proved in [26].
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Theorem 3.26. Let X ∈ X ∗(M). If Sing(X) ∩ Per∗(X) = ∅, then X is Ω-stable.

We also need some results about the dominated splitting in the tangent space of singu-
larities. Let σ be a hyperbolic singularity of X . Denote by

Re(λs) ≤ · · · ≤ Re(λ2) ≤ Re(λ1) < 0 < Re(γ1) ≤ Re(γ2) ≤ · · · ≤ Re(γu),

the eigenvalues of DX(σ). The saddle value of σ is

SV(σ) = Re(λ1) + Re(γ1).

We write Ind(σ) the index of a hyperbolic singularity σ ∈ Sing(X) which is the dimension
of the stable manifold of σ. We write Ind(p) the index of a regular hyperbolic periodic point
p ∈ Per′(X) which is the dimension of the strong stable manifold of p.

Recall that a homoclinic connection Γ of a singularity σ is the closure of a orbit of a
regular point which is contained in both the stable and the unstable manifolds of σ. The
following lemma is a simplified version of results in [98].

Lemma 3.27. Let σ ∈ Sing(X) be a singularity of vector field X ∈ X 1(X) exhibiting a
homoclinic connection Γ. If SV(σ) ≥ 0, then for any C1 neighborhood U of X in X 1(M) and
any neighborhood U of Γ in M , there exists Y ∈ U and p ∈ Per′(Y ) such that OrbY (p) ⊂ U
and Ind(p) = Ind(σ)− 1.

By using the same argument in the proof of [49, Lemma 4.1], we can get:

Lemma 3.28. Let X ∈ X ∗(M) and σ ∈ Sing(X) be a singularity of X. If there exists a
integer 1 ≤ I ≤ Ind(σ) − 1 such that, for any C1 neighborhood U of X in X ∗(M) and any
neighborhood U of σ in M , there exists Y ∈ U and p ∈ U ∩ Per′(Y ) with Ind(p) = I. Then
Es

σ splits into a dominated splitting

Es
σ = Ess

σ ⊕ Ec
σ,

where dimEss
σ = I.

Combining Lemma 3.27 with Lemma 3.28, we obtain directly the following lemma about
singularities of star vector fields exhibiting a homoclinic connection.

Lemma 3.29. Let X ∈ X ∗(M) be a star vector field and σ ∈ Sing(X) be a singularity of X
exhibiting a homoclinic connection.

• If SV(σ) ≥ 0 and dimEs
σ ≥ 2, then Es

σ splits into a dominated splitting

Es
σ = Ess

σ ⊕ Ec
σ,

where dimEc
σ = 1;

• If SV(σ) ≤ 0 and dimEu
σ ≥ 2, then Eu

σ splits into a dominated splitting

Eu
σ = Ec

σ ⊕ Euu
σ ,

where dimEc
σ = 1.
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3.3.3 Proof of Theorem 3.20

The key step of the proof is the following lemma, which will be proved in the next sections.

Lemma 3.30. Let X ∈ X ∗(M). If there exists a singularity σ ∈ Sing(X) exhibiting a
homoclinic connection, then X 6∈ Int1(OrientSh(M)).

To create a homoclinic connection by C1 perturbations, we need the following uniform
C1 connecting lemma.

Theorem 3.31. [109] Let X ∈ X 1(M). For any C1 neighborhood U ⊂ X 1(M) of X and
any point z ∈M which is neither singular nor periodic of X, there exist three numbers ρ > 1,
T > 1 and δ0 > 0, together with a C1 neighborhood U1 ⊂ U of X such that for any X1 ∈ U1,
any 0 < δ < δ0 and any two points x, y outside the tube ∆X1,z = ∪t∈[0,T ]B(φX1,t(z), δ), if
the positive X1-orbit of x and the negative X1-orbit of y both hit B(z, δ/ρ), then there exists
Y ∈ U with Y = X1 outside ∆X1,z such that y is on the positive Y -orbit of x.

As a classical application of the connecting lemma, we have the following.

Lemma 3.32. Let X ∈ X 1(M) and σ ∈ Sing(X) be a hyperbolic singularity of X which is
preperiodic. Then for any C1 neighborhood U ⊂ X 1(M) of X, there exists Y ∈ U such that
σ

Y
∈ Sing(Y ) exhibiting a homoclinic connection, where σ

Y
is the continuation of σ.

Proof. Since σ is preperiodic, there exists a sequence of vector fields {Xn ∈ X 1(M)} together
with a sequence of periodic points {on ∈ Per′(Xn)} such that Xn C

1-approximate to X and
on approximate to σ. By using a typical argument and taking converging subsequence if
necessary, we have that there exist pn, qn ∈ OrbXn(on) and two points a 6= σ and b 6= σ on
the local stable manifold W s,X

loc (σ) and local unstable manifold W u,X
loc (σ) of σ respectively

such that pn approximate to a and qn approximate to b.
For a C1 neighborhood U ⊂ X 1(M) of X and the point a, by Theorem 3.31, there exist

numbers ρa > 1, Ta > 1, δa,0 > 0 and a C1 neighborhood Ua,1 ⊂ U of X with the property of
the connecting lemma. Similarly, for the neighborhood Ua,1 of X and the point b, there exist
numbers ρb > 1, Tb > 1, δb,0 > 0 and a C1 neighborhood Ub,1 ⊂ Ua,1 of X with the property
of the connecting lemma. Choose 0 < δ < min{δa,0, δb,0} small enough such that the tubes
∆X,a = ∪t∈[0,Ta]B(φX,t(a), δ) and ∆X,b = ∪t∈[0,T ]B(φX,t(b), δ) satisfy

∆X,a ∩∆X,b = ∅, ∆X,a ∩W
u,X
loc (σ) = ∅, and ∆X,b ∩W

s,X
loc (σ) = ∅. (3.43)

By the Invariant Manifold Theorem, there is a C1 neighborhood U1 ⊂ Ub,1 of X such
that property (3.43) holds for any X ′ ∈ U1. Decrease U1 if necessary, we may also assume

that for any X ′ ∈ U1 the local stable manifold W s,X′

loc (σ
X′
) of σ

X′
hit B(a, δ/ρ) and the local

unstable manifold W u,X′

loc (σ
X′
) of σ

X′
hit B(b, δ/ρ).

Take n big enough such that Xn ∈ U1 and pn ∈ B(a, δ/ρ), qn ∈ B(b, δ/ρ). Thus we can
take two points a′ ∈ W s,Xn

loc (σ
Xn

) ∩ B(a, δ/ρ) and b′ ∈ W u,Xn

loc (σ
Xn

) ∩ B(b, δ/ρ). Choose two

points x ∈ Orb−
Xn

(b′) \ ∆Xn,b and y ∈ Orb+
Xn

(a′) \ ∆Xn,a. Note that x ∈ W u,Xn

loc (σ
Xn

) and

y ∈ W s,Xn

loc (σ
Xn

).
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Since the positive Xn-orbit of x and the negative Xn-orbit of pn both hit B(b, δ/ρ) (at b′

and qn), there exists Z ∈ Ua,1 with Z = Xn outside ∆Xn,b such that pn ∈ Orb+
Z(x). Now we

have the positive Z-orbit of x and the negative Z-orbit of y both hit B(a, δ/ρ) (at pn and
a′). Thus we can use the connecting lemma again and get a homoclinic connection of σ

Y
for

some Y ∈ U .

Now Theorem 3.20 is a consequence of Lemmas 3.25, 3.30, 3.32 and Theorem 3.26.
Indeed,

Proof of Theorem 3.20. On the contrary, suppose that there exists a vector fieldX ∈ Int1(OrientSh(M))
satisfying the C1-robustly oriented shadowing property which is not Ω-stable. By Lemma 3.25
we know that X ∈ X ∗(M) is a star vector field. Since X is not Ω-stable, we have that
Sing(X)∩Per∗(X) 6= ∅ according to Theorem 3.26. Suppose that σ ∈ Sing(X)∩Per∗(X) is
a preperiodic singularity.

Then by Lemma 3.32, there exists a vector field Y arbitrarily C1 close to X such that
σ

Y
∈ Sing(Y ) exhibiting a homoclinic connection, where σ

Y
is the continuation of σ. Note

that we have Y ∈ Int1(OrientSh(M)) when Y close enough to X . It contradicts with
Lemma 3.30.

The rest part of the paper is devoted to the proof of Lemma 3.30. It follows the strategy
similar to [83, Section 2, Case (B1)].

3.3.4 The proof of Lemma 3.30

Suppose on the contrary that there exists a star vector field X ∈ Int1(OrientSh(M)) which
has a singularity σ ∈ Sing(X) exhibiting a homoclinic connection.

Up to an arbitrarily C1 small perturbation, we may assume that X is linear in a small
neighborhood Ur(σ) of σ on a proper chart, still exhibits a homoclinic connection Γ ⊂
W s(σ) ∩W u(σ) (see [83] for more details on the perturbations). Without loss of generality,
we can assume that SV(σ) ≥ 0.

Remark 3.33. Note that intersection W s(σ) ∩W u(σ) is not transverse.

We consider the following two cases:

Case 1. dimEs
σ = 1.

In this case, take ε = r/10, then there exists d > 0 such that every d-pseudo orbit can
be ε-oriented shadowed by a real orbit of X .

Take p ∈ W s(σ) \Γ and q ∈ W u
loc(σ)∩Γ in a small neighborhood of σ such that the map

g(t) =

{

φt(p), t ≤ 0;
φt(q), t > 0.

is a d-pseudo orbit. Thus g is ε-oriented shadowed by a real orbit Orb(x). Note that
q ∈ W s(σ) implies that x ∈ W s(σ). But since dimEs

σ = 1 we have x ∈ Γ. It is a
contradiction.
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Case 2. dimEs
σ ≥ 2.

In this case, by Lemma 3.29 we know that there exists a dominated splitting

Es
σ = Ess

σ ⊕ Ec
σ,

where dimEc
σ = 1. This implies that σ ∈ K−

1 . Applying Lemma 3.24 we conclude that
intersection W s(σ) ∩W u(σ) is transverse, which contradicts to Remark 3.33.

3.4 The difference between the oriented and the stan-

dard shadowing propeties

In this paragraph we give an answer to the question posed by Komuro [41]: does the standard
shadowing property is equivalent to the orinted shadowing property? Note that in the same
work Komuro proved that for nonsingular vector fields those two shadowing properties are
equivalent.

In this paragraph we give an example of a vector field on a 4-dimensional manifold which
has the oriented shadowing property and do not have the standard shadowing property
[103]. An example is a vector field with a nontransverse intersection of stable and unstable
manifolds of two fixed points of a very special structure in their neighborhoods.

Theorem 3.34. For M = S2 × S2 there exists vector field X ∈ OrientSh \ StSh.

3.4.1 Two dimensional vector field

Set K = 5. Consider a, l > 0, satisfying Kl < 1 and a continuous function b : [0,+∞) → R,
b ∈ C1(0,+∞) defined as the following:

b(r) =











0, r ∈ {0} ∪ ((K − 1)l,+∞),

− 1
ln r
, r ∈ (0, 2l),

b(r) ≥ 0, r ∈ [2l, (K − 1)l].

Let ψ(t, x) be a flow on R
2 generated by a vector field defined by the following formula

Y (x) =

(

a b(|x|)
b(|x|) a

)

x,

which generates the following system of differential equations in polar coordinates
{

d r
d t

= ar,
dϕ
d t

= b(r).

For a point x ∈ R
2 \ {0} we denote by arg(x) the point x

|x|
∈ S1. If a point x ∈ R

2 has

polar coordinates (r, ϕ), and r 6= 0, we put arg(x) = ϕ.

84



Lemma 3.35. (i) For any a, l > 0, vector field Y is of class C1.

(ii) For any a, l > 0, and a point x0 ∈ R
2 \ 0, angle Θ and T0 < 0 there exists t < T0 such

that arg(ψ(t, x0)) = Θ.

(iii) There exists a, l > 0, such that the following condition holds. If for some points
x0, x1 ∈ R

2, |x0| < l, |x1| < 2l and reparametrization h ∈ Rep(l), holds inequalities

dist(ψ(h(t), x1), φ(t, x0)) < l (3.44)

provided that |ψ(h(t), x1)|, |φ(t, x0)| < 1. Then |arg(x1)− arg(x0)| < π/4.

The proof of this lemma is quite technical, we give it in the Appendix.

Remark 3.36. Vector field Y is of class C1 but not C1+Hölder. We do not know if it is
possible to construct a 2-dimensional vector field of class C1+Hölder satisfying items (ii), (iii)
of Lemma 3.35. As the result our example of vector field X is not C1+Hölder. We do not
know if it is an essential restriction or drawback of our particular construction.

For the rest of the paper let us fix a, l > 0, K > 3 from item (iii) of Lemma 3.35.

We will also need the following statement, which we prove in the appendix.

Lemma 3.37. Let S1 and S2 be three-dimensional vector spaces with coordinates (x1, x2, x3)
and (y1, y2, y3) respectively. Let Q : S2 → S1 be a linear map satisfying the following condition

Q{y2 = y3 = 0} 6= {x2 = x3 = 0}.

Then for any D > 0 there exists R > 0 (depending on Q and D) such that for any two sets
Sp1 ⊂ S1 ∩ {x1 = 0} and Sp2 ⊂ S2 ∩ {y1 = 0} satisfying

• Sp1 ⊂ B(R, 0), Sp2 ⊂ B(R, 0);

• Sp1 intersects any halfline in S1 ∩ {x1 = 0} starting at 0;

• Sp2 intersects any halfline in S2 ∩ {y1 = 0} starting at 0;

the sets

Cyl1 = {(x1, x2, x3), |x1| < D, (0, x2, x3) ∈ Sp1},

Cyl2 = {(y1, y2, y3), |y1| < D, (0, y2, y3) ∈ Sp2}

satisfy the condition Cyl1 ∩QCyl2 6= ∅.
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3.4.2 Construction of a 4-dimensional vector field

Consider a vector field X on the manifold M = S2 × S2 that has the following properties
(F1)-(F6) (φ denotes the flow generated by X).

(F1) The nonwandering set of φ is the union of four rest points p, q, s, u.

(F2) In the neighborhoods Up = B(1, p), Uq = B(1, q) there exist systems of coordinates
such that the following holds:

• Up − p and Uq − q are 4-dimensional unit balls, where p = (p1, p2, p3, p4) and
q = (q1, q2, q3, q4) are coordinates of points p and q respectively.

• Riemannian metric onM is equivalent to the Euclidian metric in those coordinate
systems.

• In those coordinates the vector fields are given by the formulas

X(x) = Jp(x− p), x ∈ Up; X(x) = Jq(x− q), x ∈ Uq,

where

Jp(x) =









−1 0 0 0
0 −2 0 0
0 0 a −b(r(x3, x4))
0 0 b(r(x3, x4)) a









x,

Jq(x) = −









−1 0 0 0
0 a 0 −b(r(x2, x4))
0 0 −2 0
0 b(r(x2, x4)) 0 a









x.

For point x ∈ Up denote P1x = x1, P34x = (x3, x4), where x − p = (x1, x2, x3, x4), for
point x ∈ Uq denote P1x = x1, P24x = (x2, x4), where x− q = (x1, x2, x3, x4).

(F3) The point s is an attracting hyperbolic rest point. The point u is a repelling hyperbolic
rest point. The following condition holds:

W u(p) \ {p} ⊂W s(s), W s(q) \ {q} ⊂W u(u),

where W u(p) is the unstable manifold of p, W s(q) is the stable manifold of q, etc. For
m > 0 we denote W u

loc(p,m) = W u(p) ∩ B(m, p) etc.

(F4) The intersection of W s(p) ∩ W u(q) consists of a single trajectory α, satisfying the
following

α ∩ Up ⊂ {p+ (t, 0, 0, 0); t ∈ (0, 1)}; α ∩ Uq ⊂ {q − (t, 0, 0, 0); t ∈ (0, 1)}
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(F5) For some ∆ ∈ (0, 1), Ta > 0 the following holds

φ(Ta, q + (−1, x2, x3, x4)) = (p+ (1, x2, x3, x4)), |x2|, |x3|, |x4| < ∆.

(F6) φ(t, x) /∈ Uq, for x ∈ Up, t ≥ 0.

The construction is similar to paragraph 3.2. We leave details to the reader.

Theorem 3.38. Vector field X satisfies the oriented shadowing property.

Theorem 3.39. Vector field X does not satisfy the standard shadowing property.

Trivially Theorem 3.34 follows from Theorems 3.38, 3.39.

3.4.3 Oriented Shadowing property

Fix ε > 0.
For points yp = α(Tp) ∈ Up, yq = α(Tq) ∈ Uq (note that Tp > Tq) and δ > 0 we say that

g(t) is a pseudotrajectory of type Ps(δ) if it has the form (3.9) for some points xp ∈ B(δ, yp)
and xq ∈ B(δ, yq).

Proposition 3.40. For any δ > 0, yp ∈ α ∩ Up, and yq ∈ α ∩ Uq there exists d > 0 such
that if g(t) is a d-pseudotrajectory of X, then either g(t) can be ε-oriented shadowed or there
exists a pseudotrajectory g∗(t) of type Ps(δ) with these yp and yq and t0 ∈ R such that

dist(g(t), g∗(t+ t0)) < ε/2, t ∈ R.

Proposition 3.41. There exists δ > 0, yp ∈ α ∩ Up, and yq ∈ α ∩ Uq such that any
pseudotrajectory of type Ps(δ) with these yp and yq can be ε/2-oriented shadowed.

Clearly, Propositions 3.40 and 3.41 imply that X ∈ OrientSh.
Proof of Proposition 3.40 is standard. Exactly the same statement was proved in para-

graph 3.2 for a slightly different vector field (the only difference is in the structure of matrixes
Jp, Jq). The proof can be literally repeated in our case.

The main idea of the proof is the following. In parts “far” from α vector field is struc-
turally stable and hence have shadowing property according to Remark 3.3. This statement
implies that if g(t) does not intersect a small neighborhood of α it can be shadowed. If g(t)
intersects a small neighborhood of α then (after a shift of time) for t > Tp points g(t) also
lies in a structurally stable part of X and can be shadowed by φ(t − Tp, xp); similarly for
t < Tq points g(t) can be shadowed by φ(t− Tq, xq); for t ∈ (Tq, Tp) points g(t) are close to
α. We omit details in the present paper.

Proof of Proposition 3.41. Defining the Riemannian metric in some neighborhoods of s and
u in an appropriate way, we may assume that

O+(B(ε/2, s), φ) ⊂ B(ε, s) and O−(B(ε/2, u), φ) ⊂ B(ε, u).
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Take m ∈ (0, ε/8). We take points yp = α(Tp) ∈ B(m/2, p) ∩ α and yq = α(Tq) ∈
B(m/2, q) ∩ α. Put T = Tp − Tq. Take δ > 0 such that if g(t) is a pseudotrajectory of type
Ps(δ) (with yp and yq fixed above), t0 ∈ R, and x0 ∈ B(2δ, g(t0)), then inequalities (3.14)
hold.

Consider a number τ > 0 such that if x ∈ W u(p) \ B(m/2, p), then φ(τ, x) ∈ B(ε/8, s).
Take ε1 ∈ (0, m/4) such that if two points z1, z2 ∈M satisfy the inequality dist(z1, z2) < ε1,
then

dist(φ(t, z1), φ(t, z2)) < ε/8, |t| ≤ τ.

In this case, for any y ∈ B(ε1, x) the following inequalities hold:

dist(φ(t, x), φ(t, y)) < ε/4, t ≥ 0. (3.45)

Decreasing ε1, we may assume that if x′ ∈ W s(q) \B(m/2, q) and y′ ∈ B(ε1, x
′), then

dist(φ(t, x′), φ(t, y′)) < ε/4, t ≤ 0.

Let g(t) be a pseudotrajectory of type Ps(δ), where yp, yq and δ satisfy the above-
formulated conditions.

Let us consider several possible cases.

Case (P1): xp /∈ W s(p) and xq /∈ W u(q). Let

T ′ = inf{t ∈ R : φ(t, xp) /∈ B(p, 3m/4)}.

If δ is small enough, then dist(φ(T ′, xp),W
u(p)) < ε1. In this case, there exists a point

zp ∈ W u
loc(p,m) \B(m/2, p) such that

dist(φ(T ′, xp), zp) < ε1.

Applying a similar reasoning in a neighborhood of q (and reducing δ, if necessary), we find
a point zq ∈ W s

loc(q,m) \B(m/2, q) and a number T ′′ < 0 such that dist(φ(T ′′, xq), zq) < ε1.
Consider hyperplanes Sp := {x1 = P1yp}, Sq := {x1 = P1yq}. Let us note that Poincaré

map Q : Sq → Sp is linear, defined by Q(x) = φ(T, x) and satisfy Q({x2, x4 = 0}) 6= {x3, x4 =
0}. Choose R > 0 from Lemma 3.37, applied to hyperplane Sp, Sq, mapping Q and D = ε/8.
Note that for some TR > 0 hold the inequalities

|φ(t, P34xp)| < R, t < −TR; |φ(t, P24xq)| < R, t > TR.

Consider the sets

Sp− = {φ(t, P34xp), t < −TR}; Sp+ = {φ(t, P24xq), t > TR}.

Due to Lemma 3.35 item (ii) sets Sp± satisfy assumions of Lemma 3.37 and hence the sets

C− = {x ∈ Sp : P34x ∈ Sp−, |P2x| < D},
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C+ = {x ∈ Sq : P24x ∈ Sp+, |P3x| < D}

satisfy C− ∩QC+ 6= ∅. Let us consider a point

x0 ∈ C− ∩QC+ (3.46)

and tp < −TR, tq > TR, such that P34x0 = φ(tp, P34xs), P24Q
−1x0 = φ(tq, P24xu). The

following inclusions hold

φ(−TQ − TR − T ′′, x0) ∈ B(2ε1, zq); φ(−TQ, x0) ∈ B(D, yq);

φ(0, x0) ∈ B(D, yp); φ(TR + T ′, x0) ∈ B(2ε1, zp).

Inequalities (3.14) imply that if δ is small enough, then

dist(φ(t3 + t, x0), g(Tp + t)) < ε/2, t ∈ [−T, 0]. (3.47)

Define a reparametrization h(t) as follows:

h(t) =



















h(Tq + T ′′ + t) = −TQ − TR − T ′′ + t, t < 0,

h(Tp + T ′ + t) = TR + T ′ + t, t > 0,

h(Tp + t) = t, t ∈ [−T, 0],

h(t) increases, t ∈ [Tp, Tp + T ′] ∪ [Tq + T ′′, Tq].

If t ≥ Tp + T ′, then inequality (3.45) implies that

dist(φ(h(t), x0), φ(t− (Tp + T ′), zp)) < ε/4;

dist(φ(t− Tp, xp), φ(t− (Tp + T ′), zp)) < ε/4.

Hence, if t ≥ Tp + T ′, then
dist(φ(h(t), x0), g(t)) < ε/2. (3.48)

For t ∈ [Tp, Tp + T ′] the inclusions φ(h(t), x0), g(t) ∈ B(m, p) hold, and inequality (3.48)
holds for these t as well.

A similar reasoning shows that inequality (3.48) holds for t ≤ Tq. If t ∈ [Tq, Tp], then
inequality (3.48) follows from (3.47). This completes the proof in case (P1).

Case (P2): xp ∈ W s(p) and xq /∈ W u(q). In this case the proof uses the same reasoning
as in case (P1). The only difference is that instead of (3.46) we construct a point x0 ∈
B(D, yp) ∩W s

loc(p,m) such that

φ(−T − T ′′, x0) ∈ B(2ε1, zq); φ(−T, x0) ∈ B(ε/8, yq).

The construction is straightforward and uses Lemma 3.35, item (ii).

Case (P3): xp /∈ W s(p) and xq ∈ W u(q). This case is similar to case (P2).

Case (P4): xp ∈ W s(p) and xq ∈ W u(q). In this case, we take α as the shadowing
trajectory; the reparametrization is constructed similarly to case (P1).
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Remark 3.42. Proposition 3.41 can be easily generalised in order to prove that X satisfies
Lipschitz oriented shadowing property (there exists L, d0 > 0 such that for any d < d0 and
d-pseudotajectory g(t) there exists x0 and h ∈ Rep such that inequalities (3.2) hold for
ε = Ld). Surprisingly we do not know how to prove Lipschitz analog of Proposition 3.40
and believe it is not correct. Moreover we conjecture the following:

Conjecture 3.1. If a vector field X satisfies the Lipschitz oriented shadowing property then
X is structurally stable.

3.4.4 Standard Shadowing Property

Let us show that for small enough ε < min(l,∆/2) for any d > 0 there exists d-pseudotrajectory
g(t), which cannot be ε-shadowed.

Put ap = p + (1, 0, 0, 0), aq = q − (1, 0, 0, 0), ep = (0, 0, 0, 1) and eq = (0, 0, 0,−1). For
any d > 0 consider pseudotrajectory

g(t) =











φ(t, ap + dep), t ≥ 0,

φ(t+ Ta, aq + deq), t ≤ −Ta,

φ(t, ap), t ∈ (−Ta, 0).

Note that for some L0 > 0 map g(t) is L0d pseudotrajectory. Assume that for some x0 ∈
S2 × S2 and h(t) ∈ Rep(ε) hold the inequalities (3.2). Without loss of generality we can
assume that h(0) = 0. Let us consider sets

Sp = {(1, x2, x3, x4) : |x2|, |x3|, |x4| < ∆} ⊂ Up;

Sq = {(−1, x2, x3, x4) : |x2|, |x3|, |x4| < ∆} ⊂ Uq.

Inequalities (3.2) imply that dist(x0, ap + dep) < ε, and dist(φ(h(−Ta), x0), aq + deq) < ε.
Hence there exists L1 > 0 and Hp, Hq ∈ [−L1ε, L1ε] such that points xp = φ(Hp, x0) and
xq = φ(h(−Ta) +Hq, x0) satisfy inclusions xp ∈ Sp, xq ∈ Sq.

Inequality (3.2) implies that for some L2 > 0 the following holds

|xp − ap|, |xq − aq| < L2ε;

dist(φ(h(t), xp), g(t)) < L2ε, t > 0; (3.49)

dist(φ(h(t)− h(−Ta), xq), g(t)) < L2ε, t ≤ −Ta.

Note that introduced above flow ψ satisfies ψ(t, (x3, x4)) = P34φ(t, (0, 0, x3, x4)). Hence
inequalities (3.49) imply the following

dist(ψ(h(t), P34xp), ψ(t, (0, d))) < L2ε, t > 0.

Let us choose ε > 0 satisfying the inequality L2ε < l. Lemma 3.35 imply that P4xp > 0.
Similarly P4xq < 0. This contradicts to the equality xp = φ(Ta, xq) and (F5). Hence
X /∈ StSh.
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3.4.5 Proof of Auxilarily statements

Proof of Lemma 3.35

Note that

ψ(t, (r, ϕ)) = (eatr, ϕ+

∫ t

0

b(eaτr) d τ). (3.50)

Item (i). Let us show that Y ∈ C1(R2). Since b(r) ∈ C1(0,+∞), it is enough to prove
continuity of DY (x) at x = 0. Assume that

√

x21 + x22 < 2l. The following holds:

b′(r) =
1

r ln2 r
, r ∈ (0, 2l);

∂Y1
∂x1

= a+ b′
(

√

x21 + x22

)

x1x2
√

x21 + x22
;

∂Y1
∂x2

= b′
(

√

x21 + x22

)

x22
√

x21 + x22
.

Since
|x1x2|

√

x21 + x22
,

x22
√

x21 + x22
<
√

x21 + x22

and rb′(r) → 0 as r → 0, the following holds

lim
|x|→0

∂Y1
∂x1

(x) = a, lim
|x|→0

∂Y1
∂x2

(x) = 0

Arguing similarly for ∂Y2

∂x1
, ∂Y2

∂x2
we conclude that

lim
|x|→0

DY (x) =

(

a 0
0 a

)

.

Note that
∣

∣

∣

∣

Y (x)−

(

a 0
0 a

)

x

∣

∣

∣

∣

=

∣

∣

∣

∣

(

0 b(|x|)
b(|x|) a

)

x

∣

∣

∣

∣

≤
|x|

| ln(|x|)|
,

which implies that

DY (0) =

(

a 0
0 a

)

.

and completes the proof of item (i).

Item (ii). By the equality (3.50) it is enough to show that for r > 0, T0 < 0 holds the
inequality

∫ T0

−∞

b(eaτ r) d τ > 2π.

Without loss of generality we can assume that r < 2l. The following holds

∫ T0

−∞

b(eaτr) d τ =

∫ T0

−∞

−
1

aτ + ln r
d τ = −

1

a
ln(|aτ + ln r|)

∣

∣

∣

∣

T0

−∞

= +∞.
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Item (ii) is proved.

Item (iii). Note that

ln
K

K + 1
< 1, K sin π/8 > 1. (3.51)

Fix a > 0. Choose small enough l, satisfying the following inequalities

Kl < 1, l| ln(Kl)| < 1, ln l > 4, (3.52)

2

a

(

l −
2

ln l

)

<
π

8
. (3.53)

Let x0 = (r0, ϕ0), x1 = (r1, ϕ1) and h(t) ∈ Rep(l) satisfy assumptions of the lemma. The
following holds

r0 < l, r1 < 2l. (3.54)

Let us consider T > 0 and ∆ ∈ R such that

eaT r0 = Kl, ea∆r0 = r1. (3.55)

Consider points x2 = ψ(T, x0) = (r2, ϕ2) x3 = ψ(h(T ), x1) = (r3, ϕ3). Note that r2 = Kl.
Inequality (3.44) implies

dist(x2, x3) < l.

Using inequalities (3.51) we conclude that

|ϕ2 − ϕ3| < π/8, r3 ∈ [(K − 1)l, (K + 1)l]. (3.56)

Equality (3.50) implies that

r3 = eah(T )r1, ϕ2 = ϕ0 +

∫ T

0

b(eaτ r0) d τ, ϕ3 = ϕ1 +

∫ h(T )

0

b(eaτ r1) d τ.

Relations (3.44) and (3.55) implies

K

K + 1
ea(h(T )+∆)r0 =

K

K + 1
eah(T )r1 < eaT r0. (3.57)

The following holds

ϕ2 − ϕ3 = (ϕ0 − ϕ1) +

∫ T

0

b(eaτ r0) d τ −

∫ h(T )

0

b(eaτ r1) d τ =

= (ϕ0 − ϕ1) +

∫ T

0

b(eaτr0) d τ −

∫ h(T )+∆

∆

b(eaτr0) d τ =

= (ϕ0 − ϕ1) +

∫ ∆

0

b(eaτr0) d τ −

∫ h(T )+∆

T

b(eaτr0) d τ. (3.58)
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Relations (3.44) and (3.55) imply that ea(h(T )+∆)r0 = eah(T )r1 > (K − 1)l and hence

b(eaτr0) = 0, τ ∈ [T, h(T ) + ∆]. (3.59)

Relations (3.57) imply inequalities

ln
K

K + 1
+ a(h(T ) + ∆) < aT,

and hence

∆ < (T − h(T ))−
1

a
ln

K

K + 1
.

Since h(t) ∈ Rep(l) and T = (ln(Kl)− ln r0)/a using inequalities (3.51), (3.52) we conclude
that

∆ <
1

a

(

l| ln(Kl)− ln r0| − ln
K

K + 1

)

<
1

a
(2− l ln r0). (3.60)

Inequalities (3.54) imply that for τ ∈ [0,∆] holds the inequality eaτr0 < 2l, hence b(eaτr0) =
1/ ln(eaτr0). Inequalities (3.52), (3.53), (3.60) imply that a|∆| < −(ln r0)/2, which implies
|b(eaτr0)| < 2b(r0) = −2/ ln r0 and

∣

∣

∣

∣

∫ ∆

0

b(eaτ r0) d τ

∣

∣

∣

∣

< −
2|∆|

ln r0
< −

2

a
(2− l ln r0)

1

ln r0
<

2

a

(

l −
2

ln l

)

<
π

8
.

Combining this with relations (3.58), (3.59) we conclude that

|(ϕ2 − ϕ3)− (ϕ0 − ϕ1)| < π/8.

and hence (3.56) implies |ϕ0 − ϕ1| < π/4. Item (iii) is proved.

Proof of Lemma 3.37

Let us fix a linear map Q and a number D > 0. Consider the lines l1 ⊂ S1, l2 ⊂ S2 defined
by x2 = x3 = 0, y2 = y3 = 0 respectively. Note that Ql2 6= l1. Let us consider plane V ⊂ S1

containing l1 and Ql2. Consider a parralelogram P ⊂ V , symmetric with respect to 0 with
sides parralel to l1 and Ql2, satisfying the relation

P ⊂ {|x1| < D} ∩Q({|y1| < D}). (3.61)

Let us choose R > 0, such that the following inclusions hold

B(R, 0) ∩ V ⊂ P and Q(B(R, 0) ∩Q−1V ) ⊂ P. (3.62)

Let z1 be a point of intersection Sp1 and the line V ∩ {x1 = 0}. Condition (3.62) implies
that z1 ∈ P . Consider the line k1, containing z1 and parallel to l1. Inclusion (3.61) implies
that k1 ∩ P ⊂ Cyl1.

Similarly let z2 be a point of intersection of Sp2 and V ∩ {y1 = 0}. Condition (3.62)
implies the inclusion Qz2 ∈ P . Let k2 be the line containing Qz2 and parallel to Ql2.
Inclusion (3.61) implies that Q−1(k2 ∩ V ) ⊂ Cyl2.

Since k1 ∦ k2, there exists a point z ∈ k1 ∩ k2. Inclusions z1, z2 ∈ P imply that z ∈ P .
Hence z ∈ Cyl1 ∩QCyl2. Lemma 3.37 is proved.
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Chapter 4

Lipschitz shadowing for vector fields

In the present chapter we study the Lipschitz shadowing and the Lipschitz periodic shadowing
property. We prove that they the Lipschitz shadowing property is equivalent to structural
stability and the Lipschitz periodic shadowing property is equivalent to Ω-stability.

The statements are similar to the case of diffeomorphisms, but the proofs are signifi-
cantly more complicated due to necessity of reparametrisation of shadowing trajectories and
presence of fixed points.

4.1 Preliminaries

Let us recall sevearl notions from the theory of structural stability for flows.

Definition 4.1. We say that vector field X and the corresponding flow φ satisfy the Axiom
A’ if

1. The nonwondering set Ω(X) is hyperbolic;

2. The set Ω(X) is the union of two disjoint compact φ-invariant sets Q1, Q2, where Q1

consists of a finite number of fixed points, while Q2 does not contain fixed points and
points of closed trajectories are dense in Q2.

For a hyperbolic trajectory x(t) denote

W s(x(t)) = {y ∈M : ∃t0 ∈ R such that dist(φ(t, y), x(t− t0)) →t→+∞ 0},

W u(x(t)) = {y ∈M : ∃t0 ∈ R such that dist(φ(t, y), x(t− t0)) →t→−∞ 0},

Definition 4.2. We say that Axiom A’ vector field X and the corresponding flow φ satisfy
the strong transversality condition if for any two trajectories x(t), y(t) in the nonwondering
set intersection W s(x(t)) ∩W u(y(t)) is transverse.
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We will need the following characterisation of structural stability [91].

Theorem 4.1. Vector field X is structurally stable if and only if it satisfies Axiom A’ and
the strong transversality condition.

It is known that in this case, the nonwandering set of X can be represented as a disjoint
union of a finite number of compact invariant sets (called basic sets):

Ω(X) = Ω1 ∪ · · · ∪ Ωm, (4.1)

where each of the sets Ωi is either a hyperbolic rest point of X or a hyperbolic set on which
X does not vanish and which contains a dense positive semi-trajectory.

The basic sets Ωi have stable and unstable sets:

W s(Ωi) = {x ∈M : dist(φ(t, x),Ωi) → 0, t→ ∞}

and
W u(Ωi) = {x ∈M : dist(φ(t, x),Ωi) → 0, t→ −∞}.

If Ωi and Ωj are basic sets, we write Ωi → Ωj if the intersection

W u(Ωi) ∩W
s(Ωj)

contains a wandering point.
We say that X has a 1-cycle if there is a basic set Ωi such that Ωi → Ωi.
We say that X has a k-cycle if there are k > 1 basic sets

Ωi1 , . . . ,Ωik

such that
Ωi1 → · · · → Ωik → Ωi1 .

We use the following characterisation of Ω-stable vector fields (see [85] and [35])

Theorem 4.2. Vector field X is Ω-stable if and only if X satisfies Axiom A′ and the no-cycle
condition.

In what follows we will also use the following notion.

Definition 4.3. For ε > 0 we say that sequence of points x0, x1, . . . , xn is an ε-chain if there
exists times t0, . . . , tn−1 > 1 such that

dist(xk+1, φ(tk, xk)) < ε, k = 0, . . . , n− 1.

We write x y if for any ε > 0 there exists an ε-chain x = x0, x1, . . . , xn = y.
We say that point x in chain-recurrent if x x. Denote set of all chain-recurrent points

by CR.
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4.2 The Lipschitz shadowing property

In this section we prove the following theorem [69]

Theorem 4.3. A vector field X satisfies the Lipschitz shadowing property if and only if X
is structurally stable.

In paragraph 1.4 we proved that expansive diffeomorphisms having the Lipschitz shad-
owing property are Anosov.

We show, as a consequence of Theorem 4.3, that expansive vector fields having the
Lipschitz shadowing property are Anosov.

Theorem 4.4. An expansive vector field X having the Lipschitz shadowing property is
Anosov.

Proof. By Theorem 4.3, a vector field X having the Lipschitz shadowing property is struc-
turally stable. Hence, there exists a neighborhood N of X in the C1-topology such that any
vector field in N is expansive (this property of X is sometimes called robust expansivity).

By Theorem B of [59], robustly expansive vector fields having the shadowing property
are Anosov.

The rest of the section is devoted to the proof of Theorem 4.3.
As was mentioned in Theorem 3.2 structurally stable vector fields have the Lipschitz

shadowing property. Our goal here is to show that vector fields satisfying Lipschitz shadowing
are structurally stable. Due to Theorem 4.1 it is enough to show that such a vector field
satisfies Axiom A′ and the strong transversality condition.

4.2.1 Discrete Lipschitz shadowing property

First we show that Lipschitz shadowing implies discrete Lipschitz shadowing. Define a
diffeomorphism f on M by setting f(x) = φ(1, x).

Definition 4.4. The vector field X has the discrete Lipschitz shadowing property if there
exist d0, L > 0 such that if yk ∈M is a sequence with

dist(yk+1, f(yk)) ≤ d, k ∈ Z

for d ≤ d0, then there exist sequences xk ∈M and tk ∈ R satisfying

|tk − 1| ≤ Ld, dist(xk, yk) ≤ Ld, xk+1 = φ(tk, xk)

for all k.

Lemma 4.5. Lipschitz shadowing implies discrete Lipschitz shadowing.
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Proof. Let yk be a sequence with

dist(yk+1, f(yk)) = dist(yk+1, φ(1, yk)) ≤ d, k ∈ Z.

Then we define

y(t) = φ(t− k, yk) k ≤ t < k + 1, k ∈ Z.

Assume that k ≤ τ < k + 1. If 0 ≤ t ≤ 1 and τ + t < k + 1, then

dist(y(τ + t), φ(t, y(τ)) = dist(φ(τ + t− k, yk), φ(t, φ(τ − k, yk))) = 0

and if k + 1 ≤ τ + t, then

dist(y(τ + t), φ(t, y(τ)))
= dist(φ(τ + t− k − 1, yk+1), φ(t+ τ − k, yk))
= dist(φ(τ + t− k − 1, yk+1), φ(τ + t− k − 1, φ(1, yk)))
≤ νd,

where ν is a constant such that

dist(φ(t, x), φ(t, y)) ≤ ν dist(x, y) for x, y ∈M, 0 ≤ t ≤ 1. (4.2)

Then if d ≤ d0/ν, there exists a trajectory x(t) of X and a function α(t) satisfying

∣

∣

∣

∣

α(t2)− α(t1)

t2 − t1
− 1

∣

∣

∣

∣

≤ Lνd

for t2 6= t1 and

dist(y(t), x(α(t))) ≤ Lνd

for all t. Then if we define

xk = x(α(k)), tk = α(k + 1)− α(k),

we see that

xk+1 = x(α(k + 1)) = φ(α(k + 1)− α(k), x(α(k))) = φ(tk, xk),

dist(xk, yk) = dist(x(α(k)), y(k)) ≤ Lνd

and

|tk − 1| =

∣

∣

∣

∣

α(k + 1)− α(k)

k + 1− k
− 1

∣

∣

∣

∣

≤ Lνd.

Taking L = Lν and d0 in Definition 4.4 as d0/ν, we complete the proof of the lemma.
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4.2.2 Inhomogenious linear equation

Our main tool in the proof is the following lemma which relates the shadowing problem to
the problem of existence of bounded solutions of certain difference equations. To “linearize”
our problem, we apply the standard technique of exponential mappings.

Similarly to the case of diffeomorphisms we consider the following. There exists r > 0
such that, for any x ∈ M , expx is a diffeomorphism of BT (r, x) onto its image, and exp−1

x

is a diffeomorphism of B(r, x) onto its image. In addition, we may assume that r has the
following property:

If v, w ∈ BT (r, x), then

dist(expx(v), expx(w)) ≤ 2|v − w|; (4.3)

if y, z ∈ B(r, x), then
| exp−1

x (y)− exp−1
x (z)| ≤ 2 dist(y, z). (4.4)

Let x(t) be a trajectory of X ; set pk = x(k) for k ∈ Z. Denote Ak = Df(pk) and
Mk = TpkM . Clearly, Ak is a linear isomorphism between Mk and Mk+1.

In the sequel whenever we construct d-pseudotrajectories of the diffeomorphism f , we
always take d so small that the points of the pseudotrajectories under consideration, the
points of the associated shadowing trajectories, their lifts to tangent spaces, etc. belong to
the corresponding balls B(r, pk) and BT (r, pk).

We consider the mappings

Fk = exp−1
pk+1

◦f ◦ exppk
: BT (ρ, pk) → Mk+1 (4.5)

with ρ ∈ (0, r) small enough, so that

f ◦ exppk
(BT (ρ, pk)) ⊂ B(r, pk+1).

It follows from standard properties of the exponential mapping that D expx(0) = Id; hence,

DFk(0) = Ak.

Since M is compact, for any µ > 0 we can find δ = δ(µ) > 0 such that if |v| ≤ δ, then

|Fk(v)−Akv| ≤ µ|v|. (4.6)

Lemma 4.6. Assume that X has the discrete Lipschitz shadowing property with constant
L. Let x(t) be an arbitrary trajectory of X, let pk = x(k), Ak = Df(pk) and let bk ∈ Mk

be a bounded sequence (denote b = ‖b‖∞). Then there exists a sequence sk of scalars with
|sk| ≤ b′ = L(2b+ 1) such that the difference equation

vk+1 = Akvk +X(pk+1)sk + bk+1

has a solution vk such that
‖v‖∞ ≤ 2b′.
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Proof. Fix a natural number N and define ∆k ∈ Mk as the solution of

vk+1 = Akvk + bk+1, k = −N, . . . , N − 1

with ∆−N = 0. Then
|∆k| ≤ C, (4.7)

where C depends on N , b and an upper bound on |Ak|.
Fix a small number d > 0 and fix µ in (4.6) so that µ < 1/(2C). Then consider the

sequence of points yk ∈M , k ∈ Z, defined as follows: yk = pk for k ≤ −N , yk = exppk
(d∆k)

for −N + 1 ≤ k ≤ N , and yN+k = fk(yN) for k > 0.
By definition, yk+1 = f(yk) for k ≤ −N and k ≥ N . If −N − 1 ≤ k ≤ N − 1, then

yk+1 = exppk+1
(d∆k+1) = exppk+1

(dAk∆k + dbk+1),

and it follows from estimate (4.3) that if d is small enough, then

dist
(

yk+1, exppk+1
(dAk∆k)

)

≤ 2d|bk+1| ≤ 2db. (4.8)

On the other hand,
f(yk) = exppk+1

(Fk(d∆k))

(see the definition (4.5) of the mapping Fk), and we deduce from (4.3), (4.6) and (4.7) that
if Cd ≤ δ(µ)

dist
(

f(yk), exppk+1
(dAk∆k)

)

≤ 2|Fk(d∆k)− dAk∆k|

≤ 2µ|d∆k|
≤ 2Cµd
< d.

(4.9)

Estimates (4.8) and (4.9) imply that

dist(yk+1, f(yk)) < d(2b+ 1), k ∈ Z,

if d is small enough (let us emphasize here that the required smallness of d depends on b, N
and estimates on Ak). By hypothesis, there exist sequences xk and tk such that

|tk − 1| ≤ b′d, dist(xk, yk) ≤ b′d, xk+1 = φ(tk, xk), k ∈ Z.

If we write
xk = exppk

(dck), tk = 1 + dsk,

then it follows from estimate (4.4) that

|dck − d∆k| ≤ 2 dist(xk, yk) ≤ 2b′d.

Thus,
|ck −∆k| ≤ 2b′, k ∈ Z. (4.10)
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Clearly,
|sk| ≤ b′, k ∈ Z. (4.11)

We may assume that the value ρ fixed above is small enough, so that the mappings

Gk : (−ρ, ρ)× BT (ρ, pk) → Mk+1

given by
Gk(t, v) = exp−1

pk+1
(φ(1 + t, exppk

(v))).

are defined. Then Gk(0, 0) = 0,

DtGk(t, v)|t=0,v=0 = X(pk+1), DvGk(t, v)|t=0,v=0 = Ak. (4.12)

We can write the equality
xk+1 = φ(1 + dsk, xk)

in the form
exppk+1

(dck+1) = φ(1 + dsk, exppk
(dck)),

which is equivalent to
dck+1 = Gk(dsk, dck). (4.13)

Now let d = dm, where dm → 0. Note that the corresponding ck = c
(m)
k , tk = t

(m)
k , and

sk = s
(m)
k depend on m.

Since |c(m)
k | ≤ 2b′ + C and |s(m)

k | ≤ b′ for all m ≥ 1 and −N ≤ k ≤ N − 1, by taking

a subsequence if necessary, we can assume that c
(m)
k → c̃k, t

(m)
k → t̃k, and s

(m)
k → s̃k for

−N ≤ k ≤ N − 1 as m→ ∞.
Applying relations (4.13) and (4.12), we can write

dmc
(m)
k+1 = Gk(dms

(m)
k , dmck) = Akdmc

(m)
k +X(pk+1)dms

(m)
k + o(dm).

Dividing by dm, we get the relations

c
(m)
k+1 = Akc

(m)
k +X(pk+1)s

(m)
k + o(1), −N ≤ k ≤ N − 1.

Letting m→ ∞, we arrive at

c̃k+1 = Akc̃k +X(pk+1)s̃k, −N ≤ k ≤ N − 1,

where
|∆k − c̃k| ≤ 2b′, |s̃k| ≤ b′, −N ≤ k ≤ N − 1

due to (4.10) and (4.11).

Denote the obtained s̃k by s
(N)
k . Then v

(N)
k = ∆k − c̃k is a solution of the system

v
(N)
k+1 = Akv

(N)
k +X(pk+1)s

(N)
k + bk+1, −N ≤ k ≤ N − 1,
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such that |v(N)
k | ≤ 2b′.

There exist subsequences s
(jN )
k → s′k and v

(jN )
k → v′k as N → ∞ (we do not assume

uniform convergence) such that |s′k| ≤ b′, |v′k| ≤ 2b′, and

v′k+1 = Akv
′
k +X(pk+1)s

′
k + bk+1, k ∈ Z.

Thus, the lemma is proved.

In the following three sections we assume that X has the Lipschitz shadowing property
(and, consequently, the discrete Lipschitz shadowing property).

4.2.3 Hyperbolicity of the rest points

Let x0 be a rest point. We apply Lemma 4.6 with pk = x0. Noting that X(pk) = 0, we
conclude that the difference equation

vk+1 = Df(x0)vk + bk+1

has a bounded solution vk for all bounded sequences bk ∈ Mx0. Then it follows from Theorem
1.5 that

vk+1 = Df(x0)vk

is hyperbolic on both Z+ and Z−. In particular, this implies that any solution bounded
on Z+ tends to 0 as k → ∞. However if Df(x0) had an eigenvalue on the unit circle,
the equation would have a nonzero solution with constant norm. Hence the eigenvalues of
Df(x0) lie off the unit circle. So x0 is hyperbolic.

4.2.4 The rest points are isolated in the chain recurrent set

Lemma 4.7. If a rest point x0 is not isolated in the chain recurrent set CR, then there is a
homoclinic orbit x(t) associated with it.

Proof. We choose d > 0 so small that dist(φ(t, y), x0) ≤ Ld for |t| large implies that φ(t, y) →
x0 as |t| → ∞.

Assume that there exists a point y ∈ CR such that y 6= x0 is arbitrarily close to x0.
Since y is chain recurrent, given any ε0 and θ > 0 we can find points y1, . . . , yN and numbers
T0, . . . , TN > θ such that

dist(φ(T0, y), y1) < ε0,

dist(φ(Ti, yi), yi+1) < ε0, i = 1, . . . , N,

dist(φ(TN , yN), y) < ε0.

Set T = T0 + · · ·+ TN and define g∗ on [0, T ] by

g∗(t) =











φ(t, y), 0 ≤ t < T0,

φ(t, yi), T0 + · · ·+ Ti−1 ≤ t < T0 + · · ·+ Ti,

y, t = T.
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Clearly, for any ε > 0 we can find ε0 depending only on ε and ν (see (4.2)) such that g∗(t)
is an ε-pseudotrajectory on [0, T ].

Then we define

g(t) =











x0, t ≤ 0,

g∗(t), 0 < t ≤ T,

x0, t > T.

We want to choose y and ε in such a way that g(t) is a d-pseudotrajectory. We need to show
that for all τ and 0 ≤ t ≤ 1

dist(φ(t, g(τ)), g(t+ τ)) ≤ d. (4.14)

Clearly this holds for (i) τ ≤ −1, (ii) τ ≥ T , (iii) τ , τ+t ∈ [−1, 0], and (iv) τ , τ+t ∈ [0, T ].
If −1 ≤ τ ≤ 0, τ + t > 0, then with ν as in (4.2)

dist(φ(t, g(τ)), g(τ + t)) = dist(x0, g
∗(τ + t))

≤ dist(x0, φ(τ + t, y)) + dist(φ(τ + t, y), g∗(τ + t))
≤ νdist(x0, y) + ε
≤ d,

if dist(y, x0) and ε are sufficiently small. Note that, for the fixed y, we can decrease ε and
increase N, T0, . . . , TN arbitrarily so that g(t) remains a d-pseudotrajectory.

Similarly, (4.14) holds if τ ∈ [0, T ] and τ + t > T .
Thus g(t) is Ld−shadowed by a trajectory x(t) so that in particular

dist(x(t), x0) ≤ Ld if |t| is sufficiently large so that x(t) → x0 as |t| → ∞.

We must also be sure that x(t) 6= x0. If y is not on the local stable manifold of x0, then
there exists ε1 > 0 independent of y such that dist(φ(t0, y), x0) ≥ ε1 for some t0 > 0. We
can choose T0 > t0. Now we know that dist(x(t), φ(t0, y)) ≤ Ld. So provided Ld < ε1, we
have x(t0) 6= x0.

If y is on the local stable manifold of x0, then provided dist(y, x0) is sufficiently small,
it is not on the local unstable manifold of x0. Then, applying the same argument to the
flow with time reversed noting that the chain recurrent set is also the chain recurrent set for
the reversed flow and also that the reversed flow will have the Lipschitz shadowing property
also, we show that x(t) 6= x0.

Now we show the existence of this homoclinic orbit x(t) leads to a contradiction. Set
pk = x(k). Since AkX(pk) = X(pk+1), it is easily verified that if

βk+1 = βk + sk, k ∈ Z

then vk = βkX(pk) is a solution of

vk+1 = Akvk +X(pk+1)sk, k ∈ Z. (4.15)

Also if sk is bounded then βkX(pk) is also bounded, since X(pk) → 0 exponentially as
|k| → ∞ and |βk|/|k| is bounded.
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By Lemma 4.6, for all bounded bk ∈ Mk there exists a bounded scalar sequence sk such
that

vk+1 = Akvk +X(pk+1)sk + bk+1

has a bounded solution. But we know (4.15) has a bounded solution. It follows that

vk+1 = Akvk + bk+1

has a bounded solution for arbitrary bk ∈ Mk. Then it follows from Theorem 1.5 that

vk+1 = Akvk

is hyperbolic on both Z+ and Z− and that the spaces B+(A) and B−(A) are transverse.
This is a contradiction since dimB+(A)+ dimB−(A) = n (because B+(A) has the same
dimension as the stable manifold of x0 and B−(A) has the same dimension as the unstable
manifold of x0) but they contain X(p0) 6= 0 in their intersection.

So we conclude that the rest points are isolated in the chain recurrent set.

4.2.5 Hyperbolicity of the chain recurrent set

We have shown that the rest points of X are hyperbolic and form a finite, isolated subset
of the chain recurrent set CR. Let Σ be the chain recurrent set minus the rest points. We
want to show this set is hyperbolic. To this end we use the following lemma. Let us first
introduce some notation.

Let x(t) be a trajectory of X in Σ. Put pk = x(k) and denote by Pk the orthogonal
projection in Mk with kernel spanned by X(pk) and by Vk the orthogonal complement to
X(pk) in Mk. Introduce the operators Bk = Pk+1Ak : Vk 7→ Vk+1.

Lemma 4.8. For every bounded sequence bk ∈ Vk (denote b = ‖b‖∞) there exists a solution
vk ∈ Vk of the system

vk+1 = Bkvk + bk+1, k ∈ Z, (4.16)

such that for all k,
|vk| ≤ 2L(2b+ 1).

Proof. By Lemma 4.6, there exists a bounded sequence sk such that the system

wk+1 = Akwk +X(pk+1)sk + bk+1, k ∈ Z (4.17)

has a solution wk with |wk| ≤ 2L(2b+ 1).
Note that AkX(pk) = X(pk+1). Since (Id−Pk)v ∈ {X(pk)} for v ∈ Mk, we see that

Pk+1Ak(Id−Pk) = 0, which gives us the equality

Pk+1Ak = Pk+1AkPk. (4.18)

Multiplying (4.17) by Pk+1, taking into account the equalities Pk+1X(pk+1) = 0 and Pk+1bk+1 =
bk+1, and applying (4.18), we see that vk = Pkwk is the required solution.

Thus, the lemma is proved.
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Now we prove Σ is hyperbolic. Let x(t) be a trajectory in Σ with the same notation as
given before Lemma 4.8. Then by Lemma 4.8 and Theorem 1.5,

vk+1 = Bkvk, vk ∈ Vk (4.19)

is hyperbolic on both Z+ and Z− and B+(B) and B−(B) are transverse. It follows that the
adjoint system

vk+1 = (Bk)
∗−1vk, vk ∈ Vk

is hyperbolic on both Z+ and Z− and has no nontrivial bounded solution.
Now we consider the discrete linear skew product flow on the normal bundle V over Σ

generated by the map defined for p ∈ Σ, v ∈ Vp (where Vp is the orthogonal complement to
X(p) in TpM) by

(p, v) 7→ (φ(1, p), Bpv), (4.20)

where Bp = Pφ(1,p)Dφ(1, p), Pp being the orthogonal projection of TpM onto Vp. Its adjoint
flow is generated by the map defined by

(p, v) 7→ (φ(1, p), (B∗
p)

−1v).

Now we want to apply the Corollary on page 492 in Sacker and Sell [93]. What we have
shown above is that the adjoint flow has the no nontrivial bounded solution property. It
follows from the Sacker and Sell corollary that the adjoint flow is hyperbolic and hence the
original skew product flow

(p, v) 7→ (φ(1, p), Bpv)

is also. However then it follows from Theorem 3 in Sacker and Sell [94] that Σ is hyperbolic.

4.2.6 Strong Transversality

To verify strong transversality, let x(t) be a trajectory that belongs to the intersection of the
stable and unstable manifolds of two trajectories, x+(t) and x−(t), respectively, lying in the
chain recurrent set. Denote p0 = x(0) and pk = x(k), k ∈ Z; let W s(p0) and W

u(p0) denote
the stable manifold of x+(t) and the unstable manifold of x−(t), respectively. Denote by Es

and Eu the tangent spaces of W s(p0) and W
u(p0) at p0.

By Lemma 4.8 (using the same notation as in the previous section), for all bounded
bk ∈ Vk, there exists a bounded solution vk ∈ Vk of (4.16). By Theorem 1.5 again, this
implies that

Es + Eu = V0, (4.21)

where
Es = {w0 : wk+1 = Bkwk, supk≥0 |wk| <∞},

Eu = {w0 : wk+1 = Bkwk, supk≤0 |wk| <∞}

Moreover (4.19) is hyperbolic on both Z+ and Z−.
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We are going to use the following folklore result, which for completeness we prove after
showing it implies the strong transversality:

Es ⊂ Es, Eu ⊂ Eu. (4.22)

Combining equality (4.21) with the inclusions (4.22) and the trivial relations

Es = V0 ∩ E
s + {X(p0)}, Eu = V0 ∩ E

u + {X(p0)},

we conclude that
Es + Eu = Tp0M,

and so the strong transversality holds.
Let us now prove the first relation in (4.22); the second one can be proved in a similar

way.
Case 1: The limit trajectory in CR is a rest point. In this case, the stable manifold

of the rest point coincides with its stable manifold as a fixed point of the time-one map
f(x) = φ(1, x). By the theory for diffeomorphisms, if pk is a trajectory on the stable
manifold, the tangent space to the stable manifold at p0 is the subspace Es of initial values
of bounded solutions of

vk+1 = Akvk, k ≥ 0. (4.23)

Let us prove that Es ⊂ Es. Fix an arbitrary sequence wk satisfying wk+1 = Bkwk with
w0 ∈ Es. Consider the sequence

vk = λkX(pk)/|X(pk)|+ wk

with λk satisfying

λk+1 =
|X(pk+1)|

|X(pk)|
λk −

X(pk+1)
∗

|X(pk+1)|
Akwk (4.24)

and λ0 = 0. It is easy to see that vk satisfy (4.23).
Since x(t) is on the stable manifold of a hyperbolic rest point, there are positive constants

K and α such that
|ẋ(t)| ≤ Ke−α(t−s)|ẋ(s)|

for 0 ≤ s ≤ t. From this it follows that

|X(pk)| ≤ Ke−α(k−m)|X(pm)|

for 0 ≤ m ≤ k so that the scalar difference equation

λk+1 =
|X(pk+1)|

|X(pk)|
λk

is hyperbolic on Z+ and is, in fact, stable. Since the second term on the right-hand side of
equation (4.24) is bounded as k → ∞, it follows that λk are bounded for any choice of λ0.
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This fact implies that vk is a bounded solution of (4.23), and we conclude that v0 = w0 ∈ Es,
hence Es ⊂ Es.

The proof in Case 1 is complete.

Case 2: Assume that the limit trajectory is in Σ, the chain recurrent set minus the
fixed points which we know to be hyperbolic. We want to find the intersection of its stable
manifold near p0 = x(0) with the cross-section at p0 orthogonal to the vector field (in local
coordinates generated by the exponential mapping). To do this, we discretize the problem
and note that there exists a number σ > 0 such that a point p ∈ M close to p0 certainly
belongs to W s(p0) if and only if the distances of consecutive points of intersections of the
positive semitrajectory of p with the sets exppk

(Mk) to the points pk do not exceed σ.

For suitably small µ > 0, we find all sequences tk and zk ∈ Vk, the subspace of TpkM
orthogonal to X(pk), such that for k ≥ 0

|tk − 1| ≤ µ, |zk| ≤ µ, yk+1 = φ(tk, yk),

where yk = exppk
(zk). Thus we have to solve the equation

exppk+1
(zk+1) = φ(tk, exppk

(zk)), k ≥ 0

for tk and zk ∈ Vk such that |tk − 1| ≤ µ and |zk| ≤ µ.

We set it up as a problem in Banach spaces. By Theorem 1.5 and Lemma 4.8 the
difference equation

zk+1 = Bkzk, zk ∈ Vk

(recall that Bk = Pk+1Ak and Pk is the orthogonal projection on Mk with range Vk), has
an exponential dichotomy on Z+ with projection (say) Qk : Vk 7→ Vk. Denote by R(Q0) the
range of Q0 and note that R(Q0) = Es. Fix a positive number µ0 and denote by V the space
of sequences

{zk ∈ Vk, |zk| ≤ µ0, k ∈ Z+}

and by l∞(Z+, {Mk+1}) the space of sequences {ζk ∈ Mk+1, k ∈ Z+} with the usual norm.
Then the C1 function

G : [1− µ0, 1 + µ0]
Z+ × V ×R(Q0) 7→ ℓ∞(Z+, {Mk+1})×R(Q0)

given by
G(t, z, η) = ({zk+1 − exp−1

pk+1
(φ(tk, exppk

(zk))}k≥0, Q0z0 − η)

is defined if µ0 is small enough.
We want to solve the equation

G(t, z, η) = 0

for (t, z) as a function of η. It is clear that

G(1, 0, 0) = 0,
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where the first argument of G is {1, 1, . . .}, the second argument is {0, 0, . . .} and the right-
hand side is ({0, 0, . . .}, 0).

To apply the implicit function theorem, we must verify that

T =
∂G

∂(t, z)
(1, 0, 0)

is invertible. Note that if (s, w) ∈ ℓ∞(Z+,R)× V , then

T (s, w) = ({wk+1 −X(pk+1)sk − Akwk}k≥0, Q0w0).

To show that T is invertible, we must show that

T (s, w) = (g, η)

has a unique solution (s, w) for all (g, η) ∈ l∞(Z+, {Mk+1})× R(Q0). So we need to solve
the equations

wk+1 = Akwk +X(pk+1)sk + gk, k ≥ 0

subject to

Q0w0 = η.

If we multiply the difference equation by X(pk+1)
∗ and solve for sk, we obtain

sk = −
X(pk+1)

∗

|X(pk+1)|2
[Akwk + gk], k ≥ 0

and if we multiply it by Pk+1, we obtain

wk+1 = Pk+1Akwk + Pk+1gk = Bkwk + Pk+1gk, k ≥ 0.

Now we know this last equation has a unique bounded solution wk ∈ Vk, k ≥ 0, satisfying
Q0w0 = η. Then the invertibility of T follows.

Thus we can apply the implicit function theorem to show that there exists µ > 0 such that
provided |η| is sufficiently small, the equation G(t, z, η) = 0 has a unique solution (t(η), z(η))
such that ‖t− 1‖∞ ≤ µ, ‖z‖∞ ≤ µ. Moreover, t(0) = 1, z(0) = 0 and the functions t(η) and
z(η) are C1.

The points expp0(z0(η)) with small |η| form a submanifold containing p0 and contained
in W s(p0). Thus, the range of the derivative z′0(0) is contained in Es.

Take an arbitrary vector ξ ∈ Es and consider η = τξ, ξ ∈ R. Differentiating the equalities

zk+1(τξ) = exp−1
pk+1

(φ(tk(τξ), exppk
(zk(τξ)))), k ≥ 0,

and

Q0z0(τξ) = τξ
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with respect to τ at τ = 0, we see that

sk =
∂tk
∂η

|η=0ξ, wk =
∂zk
∂η

|η=0ξ ∈ Vk

are bounded sequences satisfying

wk+1 = Akwk +X(pk+1)sk, Q0w0 = ξ.

Multiplying by Pk+1, we conclude that

wk+1 = Bkwk, k ≥ 0, Q0w0 = ξ.

It follows that w0 ∈ Es = R(Q0). Then w0 = Q0w0 = ξ. We have shown that the range of
z′0(0) is exactly Es, and thus Es ⊂ Es.

4.3 Lipschitz periodic shadowing

Definition 4.5. We say that the vector field X has the Lipschitz periodic shadowing property
(X ∈ LipPerSh) if there exist d0 and L > 0 such that if y : R 7→ M is a periodic d-
pseudotrajectory for d ≤ d0, then y(t) is Ld−shadowed by a periodic trajectory, that is, there
exists a trajectory x(t) of X and a reparametrisation α ∈ Rep(Ld) satisfying inequalities

dist(y(t), x(α(t))) < Ld, t ∈ R (4.25)

and such that
x(t+ ω) = x(t)

for some ω > 0. The last equality implies that x(t) is either a closed trajectory or a rest
point of the flow φ.

In order to characterise the set of vector fields satisfying the Lipschitz periodic shadowing
property we need the following notion.

Definition 4.6. We say that a vector field X ∈ F(M) is Ω-stable if there exists a neigh-
borhood U ⊂ F(M) of X such that for any Y ∈ U there exists a homeomorphism α :
Ω(X) → Ω(Y ) which maps trajectories of X to trajectories of Y and preserves the direction
of movement along trajectories.

The main results of this paragraph is the following theorem [69].

Theorem 4.9. A vector field X satisfies the Lipschitz periodic shadowing property if and
only if X is Ω-stable.

Taking into account Theorem 4.2, to prove Theorem 4.9, it is sufficient to prove the
following two lemmas.
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Lemma 4.10. If a vector field X has the Lipschitz periodic shadowing property, then X
satisfies Axiom A′ and the no-cycle condition.

Lemma 4.11. If X satisfies Axiom A′ and the no-cycle condition, then X has the Lipschitz
periodic shadowing property.

Lemma 4.10 is proved in Sections 4.3.1-4.3.5; Lemma 4.11 is proved in Section 4.3.6.
The proof of Lemma 4.10 is divided into several steps.
We assume that X has the Lipschitz periodic shadowing property and establish the

following statements.

1. Closed trajectories are uniformly hyperbolic.

2. Rest points are hyperbolic.

3. The chain-recurrent set coincides with the closure of the set of rest points and closed
trajectories; rest points are isolated in the chain-recurrent set.

4. The hyperbolic structure on the set of closed trajectories can be extended to the chain-
recurrent set.

5. The no-cycle condition holds.

4.3.1 Uniform hyperbolicity of closed trajectories

Without loss of generality we can assume that L > 1.
Let x(t) be a nontrivial closed trajectory of period ω. Choose n1, n ∈ N such that

τ = n1ω/n ∈ [1/2, 1]. Let xk = x(kτ), f(x) = φ(τ, x), and Ak = D f(xk). Note that
Ak+n = Ak. Below we prove a statement similar to Lemma 4.6.

Lemma 4.12. If X ∈ LipPerSh, then for any b > 0 there exists a constant K (the same for
all closed trajectories x(t) of X) such that for any sequence bk ∈ Txk

M with |bk| < b there
exist sequences sk ∈ R and vk ∈ Txk

M with the following properties:

vk+1 = Akvk +X(xk+1)sk+1 + bk+1 (4.26)

and
|sk|, |vk| ≤ K. (4.27)

Before we go to the proof of Lemma 4.12, we need to generalize the notion of discrete
Lipschitz shadowing property. Let d, τ > 0; we say that a sequence yk is a τ -discrete d-
pseudotrajectory if dist(yk+1, φ(τ, yk)) < d.

Let ε > 0; we say that a sequence xk ε-shadows yk if there exists a sequence tk > 0 such
that

dist(xk, yk) < ε, |tk − τ | < ε, xk+1 = φ(tk, xk).

The following lemma can be proved similarly to Lemma 4.5.
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Lemma 4.13. If X ∈ LipPerSh, then there exist constants d0, L > 0 such that for any
τ ∈ [1/2, 1] and d > 0 and any periodic τ -discrete d-pseudotrajectory yk with d ≤ d0 there
exists a sequence xk (not necessarily periodic) that Ld-shadows yk.

In the proof of Lemma 4.12, we use the following technical statement which is well-known
in control theory [100].

Lemma 4.14. Let B : Rm → R
m be a linear operator such that the absolute values of its

eigenvalues equal 1. Then for any ∆0 ∈ R
m and δ > 0 there exists a number R ∈ N and a

sequence δk ∈ R
m, k ∈ [1, R], such that |δk| < δ and the sequence ∆k ∈ R

m defined by

∆k+1 = B∆k + δk+1, k ∈ [0, R− 1], (4.28)

satisfies ∆R = 0.

Proof of Lemma 4.12. Fix an arbitrary sequence bk with |bk| < b and a number l ∈ N.
First we will find a number l1 > l and sequences ck and ∆k defined for k ∈ [−ln, l1n]

such that |ck| < b and
ck = bk, k ∈ [−ln, ln],

∆k+1 = Ak∆k + ck+1, k ∈ [−ln, l1n− 1], (4.29)

∆−ln = ∆l1n.

Consider the operator A : Tx0 → Tx0 defined by A = An−1 · · ·A0.
The tangent space Tx0 can be represented in the form

Tx0 = Es
0 ⊕ Ec

0 ⊕Eu
0 (4.30)

so that the subspace Es
0 corresponds to the eigenvalues λj of A such that |λj| < 1, the

subspace Ec
0 corresponds to the eigenvalues λj such that |λj| = 1, and the subspace Eu

0

corresponds to the eigenvalues λj such that |λj| > 1.
For any index k consider the decomposition Txk

= Es
k ⊕Ec

k ⊕Eu
k as the image of decom-

position (4.30) under the mapping Ak−1 · · ·A0.
In the coordinates corresponding to these decompositions, the matrices Ak can be repre-

sented in the following form:
Ak = diag(As

k, A
c
k, A

u
k).

Set Aσ = Aσ
n−1 · · ·A

σ
0 for σ = s, c, u. Consider the corresponding coordinate representa-

tions bk = (bsk, b
c
k, b

u
k), ck = (csk, c

c
k, c

u
k), and ∆k = (∆s

k,∆
c
k,∆

u
k) (and note that the values

|bsk|, |b
c
k|, |b

u
k| are not necessarily less than b).

Equations (4.29) are equivalent to the system

∆s
k+1 = As

k∆
s
k + csk+1, (4.31)

∆c
k+1 = Ac

k∆
c
k + cck+1,

∆u
k+1 = Au

k∆
u
k + cuk+1. (4.32)
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Set ck = bk for k ∈ [−ln, ln− 1].
Consider the sequence satisfying (4.31) with initial data ∆s

−ln = 0 and denote ∆s
ln by as;

Consider the sequence satisfying (4.32) with initial data ∆u
ln = 0 and denote ∆u

−ln by au.
There exist numbers ls, lu > 1 such that

|A−lau| < b, l ≥ lu, |Alas| < b, l ≥ ls.

Set ∆−ln = (0, 0, au); then the definition of as and au implies that ∆ln = (as, C1, 0) for
some C1 ∈ Ec

0.
Set ck = 0 for k ∈ [ln + 1, (l + ls)n]; then ∆(l+ls)n = (Als

s a
s, C2, 0) for some C2 ∈ Ec

0.
Set ck = 0 for k ∈ [(l+ls)n+1, (l+ls+1)n−1] and ck = (−Als+1

s as, 0, 0) for k = (l+ls+1)n.
Then ∆(l+ls+1)n = (0, C3, 0) for some C3 ∈ Ec

0.
Applying Lemma 4.14 to Ac : Ec

0 → Ec
0, we find a number R and a sequence δk with

|δk| ≤ b such that if
xi+1 = Acxi + δi+1, x0 = ∆c

(l+ls+1)n,

then xR = 0. Then if we set for i = 0, . . . , R − 1, ck = 0 for (l + ls + i + 1)n + 1 ≤ k ≤
(l + ls + i+ 2)n− 1 and c(l+ls+i+2)n = (0, δi+1, 0), we see that

∆c
(l+ls+i+2)n = Ac∆c

(l+ls+i+1)n + δi+1, i = 0, . . . , R− 1,

so that ∆c
(l+ls+R+1)n = 0; of course, the other two components of ∆(l+ls+R+1)n remain zero.

Set ck = 0 for k ∈ [(l + ls + R + 1)n + 1, (l + ls + R + 2)n − 1] and ck = (0, 0, A−lu
u au)

for k = (l + ls + R + 2)n; then ∆(l+ls+R+2)n = (0, 0, A−lu
u au). Finally, we set ck = 0 for

k ∈ [(l+ ls+R+2)n+1, (l+ ls+R+2+ lu)n] and see that ∆(l+ls+2+R+lu)n = (0, 0, au) = ∆−ln.
Thus, we have constructed the sequences mentioned in the beginning of the proof.

Taking d small enough, considering the periodic τ -discrete pseudotrajectory yk = expxk
(d∆k),

and repeating the reasoning similar to that in the proof of Lemma 4.6, we can prove that
relations (4.26) and (4.27) hold with K = L(2b+ 1) for k ∈ [−ln, ln− 1].

After that, we repeat the reasoning used in the last two paragraphs of the proof of Lemma
4.6 to complete the proof of Lemma 4.12.

As in Sec. 4.2.5, we define Mk, Vk, Pk, and Bk = Pk+1Ak : Vk → Vk+1. Note that
B−1

k = PkA
−1
k . SinceM is compact, there exists a constant N > 0 such that ‖Dφ(τ, x)‖ < N

for any τ ∈ [−1, 1] and x ∈M . Hence, ‖Ak‖, ‖A
−1
k ‖ < N , and

‖Bk‖, ‖B
−1
k ‖ < N. (4.33)

The same reasoning as in the proof of Lemma 6 establishes the following statement.

Lemma 4.15. There exists a constant K > 0 (the same for all closed trajectories x(t)) such
that for every sequence bk ∈ Vk with |bk| ≤ 1 there exists a solution vk ∈ Vk of the system

vk+1 = Bkvk + bk+1

such that
‖vk‖ ≤ K.
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A remark on page 26 of [18], Lemma 4.15 and the inequalities (4.33) imply that there exist
constants C1 > 0 and λ1 ∈ (0, 1) (the same for all closed trajectories) and a representation
Vk = Es(xk)⊕Eu(xk) such that

BkE
s(xk) = Es(xk+1), BkE

u(xk) = Eu(xk+1),

|Bl+k · · ·Bkv
s| ≤ C1λ

l
1|vs|, vs ∈ Es(xk), l > 0, k ∈ Z

|B−1
−l+k · · ·B

−1
k vu| ≤ C1λ

l
1|vu|, vu ∈ Eu(xk), l > 0, k ∈ Z.

Remark 4.16. In fact in [18] exponential dichotomy with uniform constants was proved
only on Z

+. However we can extend the corresponding inequalities to the whole of Z by the
periodicity of Bk.

Since τ ∈ [1/2, 1] and ‖Dφ(τ, x)‖ ≤ N the above conditions imply that there exist
constants C2 > 0 and λ2 ∈ (0, 1) such that if x(t) is a closed trajectory, then

|Pφ(t,x0)Dφ(t, x(t0))v
s| ≤ C2λ

t
2|v

s|, vs ∈ Es(x(t0)), t > 0, t0 ∈ R, (4.34)

|Pφ(−t,x0)Dφ(−t, x(t0))v
u| ≤ C2λ

t
2|v

u|, vu ∈ Eu(x(t0)), t > 0, t0 ∈ R, (4.35)

where Py∈M is the orthogonal projection of TyM with kernel X(y) and

Es,u(x(t0)) = Pφ(t0,x)Dφ(t0, x)E
s,u(x0).

Remark 4.17. In particular, the above inequalities imply that x(t) is a hyperbolic closed
trajectory.

4.3.2 Hyperbolicity of the rest points

Let x0 be a rest point. As in subsection 4.2.3 (using Lemma 4.12), we conclude that Dφ(1, x0)
is hyperbolic; hence, x0 is a hyperbolic rest point.

4.3.3 The rest points are isolated in the chain-recurrent set

Denote by Per(X) the set of rest points and points belonging to closed trajectories of a
vector field X ; let CR(X) be the set of its chain-recurrent points. For a set A ⊂ M denote
by ClA the closure of A and by B(a, A) its a-neighborhood.

Lemma 4.18. If X ∈ LipPerSh, then ClPer(X) = CR(X).

Proof. If y0 ∈ CR(X), then for any d > 0 there exists a periodic d-pseudotrajectory g(t)
such that g(0) = y0.

Since X ∈ LipPerSh, there exists a point xd ∈ Per(X) such that dist(xd, y0) < Ld.
Hence, B(Ld, y0) ∩ Per(X) 6= ∅ for arbitrary d > 0, which proves our lemma.

Lemma 4.19. Let X ∈ LipPerSh and let p be a rest point of X. Then p /∈ Cl(CR(X) \ p).
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Proof. It has already been proved that all rest points of a vector field X ∈ LipPerSh are
hyperbolic; hence the set of rest points is finite. Assume that p ∈ Cl(CR(X) \ p). Then
Lemma 4.18 implies that p ∈ Cl(Per(X) \ p).

Denote by W s
loc,a(p) and W

u
loc,a(p) the local stable and unstable manifolds of size a.

Since the rest point p is hyperbolic, there exists ε ∈ (0, 1/2) such that if x ∈ M and
φ(t, x) ⊂ B(4ε, p), t ≥ 0, then x ∈ W s

loc,4ε(p); if φ(t, x) ⊂ B(4ε, p), t ≤ 0, then x ∈ W u
loc,4ε(p);

and if φ(t, x) ⊂ B(4ε, p), t ∈ R, then x = p.
Let d1 = min(d0, ε/L), where d0 and L are the constants from the definition of LipPerSh.

Take a point x0 ∈ Per(X) (let the period of the trajectory of x0 equal ω) and a number
T > 0 and define the mapping

gx0,T (t) =

{

p, t ∈ [−T, T ],

φ(t− T, x0), t ∈ (T, T + ω),

for t ∈ [−T, T + ω). Continue this mapping periodically to the line R.
There exists d2 < d1 depending only on d1 and ν (see (4.2)) such that if x0 ∈ B(d2, p),

then gx0,T (t) is a d1-pseudotrajectory for any T > 0. We fix such a point x0 ∈ B(d2, p) and
consider below pseudotrajectories gx0,T with this fixed x0 and with increasing numbers T .

By our assumptions, the pseudotrajectory gx0,T can be ε-shadowed by the trajectory of
a point zT ∈ Per(X) with reparametrization αT (t):

dist(gx0,T (t), φ(αT (t), zT )) < ε. (4.36)

Our choice of ε implies that there exist times t1, t2 > 0 such that

dist(p, φ(t1, x0)) ∈ [2ε, 3ε], φ(t, x0) ∈ B(4ε, p), t ∈ [0, t1],

dist(p, φ(−t2, x0)) ∈ [2ε, 3ε], φ(t, x0) ∈ B(4ε, p), t ∈ [−t2, 0].

We emphasize that the numbers t1, t2 depend on our choice of the point x0 but not on our
choice of T . Let

rT = φ(αT (T + t1), zT ), qT = φ(αT (−T − t2), zT ).

Inequalities (4.36) and the following two relations imply that

φ(t, qT ) ∈ B(5ε, p), t ∈ [0,−αT (−T − t2)], (4.37)

φ(t, rT ) ∈ B(5ε, p), t ∈ [−αT (T + t1), 0]. (4.38)

Since Ld2 ≤ ε < 1/2 and t1, t2 are fixed, inequality (4.25) implies that if T is large
enough, then

−αT (−T − t2) ≥ T/2, αT (T + t1) ≥ T/2. (4.39)

Since (4.37)-(4.39) imply that dist(φ(t, qT ), p) ≤ 4ε for 0 ≤ t ≤ T/2 and dist(φ(t, rT ), p) ≤ 4ε
for 0 ≥ t ≥ −T/2 it follows that

dist(qT ,W
s
loc,4ε(p)), dist(rT ,W

u
loc,4ε(p)) → 0, T → +∞.

114



Since qT , rT ∈ B(4ε, p) \ B(ε, p), we can choose sequences qn = qTn → q and rn = rTn → r
such that q, r 6= p, q ∈ W s

loc,4ε(p), and r ∈ W u
loc,4ε(p).

Denote by O(qn) the (closed) trajectory of the point qn.
From Remark 4.17 we know that O(qn) is a hyperbolic closed trajectory.
Passing to a subsequence, if necessary, we may assume that the values dimW s(O(qn))

are the same for all n. Since

dimW s(O(qn)) + dimW u(O(qn)) = dimM + 1

and
dimW s(p) + dimW u(p) = dimM,

we see that at least one of the following inequalities holds:

dimW s(O(qn)) > dimW s(p)

or
dimW u(O(qn)) > dimW u(p).

Without loss of generality, we can assume that the first inequality holds (in the other case
we note that O(qn) = O(rn) and consider the vector field −X).

Denote σ = dimW s(p). Consider the space Es
n = Es(qn) corresponding to inequalities

(4.34), (4.35). Then the following holds

dimEs
n = dimW s(O(qn))− 1 ≥ σ.

Passing to a subsequence, if necessary, we may assume that Es
n → F s ⊂ Vq, where Vq is

the subspace in TqM orthogonal to X(q) (here and below, we consider convergence of linear
spaces in the Grassman topology). Passing to the limit in inequalities (4.34), we conclude
that

|Pφ(t,q)Dφ(t, q)v
s| ≤ C2λ

t
2|v

s|, vs ∈ F s, t > 0.

This inequality implies the inclusion F s ⊂ TW s
q (p). Hence,

F s ⊕ 〈X(q)〉 ⊂ TqW
s(q),

and dimW s(q) ≥ σ + 1. We get a contradiction which proves Lemma 4.15.

4.3.4 Hyperbolicity of the chain-recurrent set

Consider a point y ∈ CR(X) that is not a rest point. Lemma 4.18 implies that there exists
a sequence xn ∈ Per(X) such that xn → y.

Consider the decomposition Vxn = Es(xn) +Eu(xn) corresponding to inequalities (4.34),
(4.35). Denote Es,u

n = Es,u(xn). Passing if necessary to a subsequence, we may assume
that the dimensions dimEs

n and dimEu
n are the same for all n. Since y is not a rest point,

Vxn → Vy.
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Since inequalities (4.34) and (4.35) hold for all closed trajectories with the same constants
C2 and λ2, standard reasoning implies that the “angles” between Es

n and Eu
n are uniformly

separated from 0 (see, for instance, [70]). So passing if necessary to a subsequence, we may
assume that Es

n → Es and Eu
n → Eu.

Hence, Es ∩ Eu = {0}, dim(Es + Eu) = dimEs + dimEu = dimVy, and E
s + Eu = Vy.

Estimates (4.34) and (4.35) for the points xn imply similar estimates for y. Hence, the skew
product flow (4.20) is hyperbolic, and Theorem 3 in Sacker and Sell [94] implies that CR(X)
is hyperbolic.

4.3.5 No-cycle condition

In the previous two subsections we have proved that the vector field X (and its flow φ)
satisfies Axiom A′.

Lemma 4.20. If X ∈ LipPerSh, then X has no cycles.

Proof. To simplify the presentation, we prove that X has no 1-cycles (in the general case,
the idea is essentially the same, but the notation is heavy).

To get a contradiction, assume that

p ∈ (W u(Ωi) ∩W
s(Ωi)) \ Ω(X).

Then there are sequences of times jm, km → ∞ as m→ ∞ such that

φ(−jm, p), φ(km, p) → Ωi, m→ ∞.

Since the set Ωi is compact, we may assume that

φ(−jm, p) → q ∈ Ωi and φ(km, p) → r ∈ Ωi.

Since Ωi contains a dense positive semi-trajectory, there exist points sm → r and times
lm > 0 such that φ(lm, sm) → q as m→ ∞.

Clearly, if we continue the mapping

g(t) =











φ(t, p), t ∈ [0, km],

φ(t− km, sm), t ∈ [km, km + lm],

φ(t− jm − km − lm, p), t ∈ [km + lm, km + lm + jm],

periodically with period km + lm + jm, we get a periodic dm-pseudotrajectory of X with
dm → 0 as m→ ∞.

Since X ∈ LipPerSh, there exist points pm ∈ Per(X) (for m large enough) such that
pm → p asm→ ∞, and we get the desired contradiction with the assumption that p /∈ Ω(X).
The lemma is proved.
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4.3.6 Ω-stability implies Lipschitz periodic shadowing

The proof of Lemma 4.11 is similar to the corresponding proof in section 1.6.1, where the
case of diffeomorphisms is considered. In this section we give the most important steps and
leave the details to the reader.

Proof of Lemma 4.11. Let us formulate several auxiliary definitions and statements.
Let us say that a vector field X has the Lipschitz shadowing property on a set U if there

exist positive constants L, d0 such that if g(t) with {g(t) : t ∈ R} ⊂ U is a d-pseudotrajectory
(in our standard sense:

dist(g(τ + t), φ(t, g(τ))) < d, τ ∈ R, t ∈ [0, 1])

with d ≤ d0, then there exists a point p ∈ U and a reparametrization α satisfying inequality
(4.25) such that

dist(g(t), φ(α(t), p)) < Ld, t ∈ R. (4.40)

We say that a vector field X is expansive on a set U if there exist positive numbers a
(expansivity constant) and δ such that if two trajectories {φ(t, p) : t ∈ R} and {φ(t, q) : t ∈
R} belong to U and there exists a continuous real-valued function α(t) such that

dist(φ(α(t), q), φ(t, p)) ≤ a, t ∈ R,

then p = φ(τ, q) for some real τ ∈ (−δ, δ).
Let X be an Ω-stable vector field. Consider the decomposition (4.1) of Ω(X). We will

refer to the following well-known statement [65].

Theorem 4.21. If Ωi is a basic set, then there exists a neighborhood U of Ωi such that X
has the Lipschitz shadowing property on U and is expansive on U .

We also need the following two lemmas. Analogs of these lemmas were proved for diffeo-
morphisms in [80]; the proofs for flows are the same.

Lemma 4.22. For any neighborhood U of the nonwandering set Ω(X) there exist positive
numbers B, d1 such that if g(t) is a d-pseudotrajectory of φ with d ≤ d1 and

g(t) /∈ U, t ∈ [τ, τ + l],

for some l > 0 and τ ∈ R, then l ≤ B.

Lemma 4.23. Assume that the vector field X is Ω-stable. Let U1, . . . , Um be disjoint neigh-
borhoods of the basic sets Ω1, . . . ,Ωm. There exist neighborhoods Vj ⊂ Uj of the sets Ωj and
a number d2 > 0 such that if g(t) is a d-pseudotrajectory of X with d ≤ d2, g(τ) ∈ Vj and
g(τ + t0) /∈ Uj for some j ∈ {1, . . . , m}, some τ ∈ R and some t0 > 0, then g(τ + t) /∈ Vj for
t ≥ t0.

Now we pass to the proof itself.
Apply Theorem 4.21 and Lemmas 4.22, 4.23 and find disjoint neighborhoodsW1, . . . ,Wm

of the basic sets Ω1, . . . ,Ωm such that
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(i) X has the Lipschitz shadowing property on each Wj with the same constants L, d∗0;

(ii) X is expansive on each Wj with the same expansivity constants a, δ.

Find neighborhoods Vj, Uj of Ωj (and reduce d∗0, if necessary) so that the following prop-
erties are fulfilled:

• Vj ⊂ Uj ⊂Wj, j = 1, . . . , m;

• the statement of Lemma 4.23 holds for Vj and Uj with some d2 > 0;

• the Ld∗0-neighborhoods of Uj belong to Wj .

Apply Lemma 4.22 to find the corresponding constants B, d1 for the neighborhood V1 ∪
· · · ∪ Vm of Ω(X).

We claim that X has the Lipschitz periodic shadowing property with constants L, d0,
where

d0 = min
(

d∗0, d1, d2,
a

2L

)

.

Take a µ-periodic d-pseudotrajectory g(t) of X with d ≤ d0. Without loss of generality
we can assume that µ > δ (since µ is not necessarily the minimal period). Lemma 4.22
implies that there exists a neighborhood Vj such that the pseudotrajectory g(t) intersects
Vj; shifting time, we may assume that g(0) ∈ Vj.

In this case, {g(t) : t ∈ R} ⊂ Uj. Indeed, if g(t0) /∈ Uj for some t0, then g(t0 + kµ) /∈ Uj

for all k. It follows from Lemma 4.23 that if t0 + kµ > 0, then g(t) /∈ Vj for t ≥ t0 + kµ, and
we get a contradiction with the periodicity of g(t) and the inclusion g(0) ∈ Vj .

Thus, there exists a point p such that inequalities (4.40) hold for some reparametrization
α satisfying inequality (4.25). Let us show that either p is a rest point or the trajectory of
p is closed. By the choice of Uj and Wj , φ(t, p) ∈ Wj for all t ∈ R. Let q = φ(µ, p).

Inequalities (4.40) and the periodicity of g(t) imply that

dist(g(t), φ(α(t+ µ)− µ, q)) =

dist(g(t+ µ), φ(α(t+ µ), p)) ≤ Ld, t ∈ R.

Thus,
dist(φ(α(t), p), φ(α(t+ µ)− µ, q)) ≤ 2Ld ≤ a, t ∈ R,

which implies that
dist(φ(θ, p), φ(β(θ), q)) ≤ 2Ld ≤ a, θ ∈ R,

where β(θ) = α(α−1(θ) + µ)− µ.
Since φ(t, p) ∈ Wj for all t ∈ R, our expansivity condition on Wj implies that q = φ(τ, p)

for some τ ∈ (−δ, δ).
This completes the proof.
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Chapter 5

Group Actions

In parallel with a classical theory of dynamical systems (which studies actions of Z and R),
global qualitative properties of actions of more complicated groups were studied (see the
book [22] and the review [23]). The shadowing property for actions of abelian groups Zn for
nonnegative integer n and m was introduced by Pilyugin, Tikhomirov in 2003 [82].

Since that many mathematicians contributed to the shadowing theory of actions of
abelian groups in various contexts. Kościelnak established the periodic shadowing prop-
erty and strong tolerance stability for generic Z2-actions of an interval [44]. Oprocha studied
topologically Anosov Zd-actions that are not topologically hyperbolic in any direction and
proved an analog of the Spectral Decomposition Theorem [61, 62]. Maczynśka and Tabor
studied the shadowing property for linear Zd-actions [51]. Kulczycki and Kwietnak studied
relations between the shadowing property and distality for actions of Rn [46]. Begun and
Pilyugin established analogs of Takens theorems for actions of Z∞ [10].

In the present chapter we introduce and study the shadowing property for actions of
finitely generated, not necessarily abelian groups.

For the case of finitely generated nilpotent groups we prove that an action of the whole
group has the shadowing property (and expansivity) if the action of at least one element
has the shadowing property and expansivity (Theorem 5.5). For linear actions of Abelian
groups we also prove that this condition is also necessarily (Theorem 5.9). This result can
be viewed as a shadowing lemma for actions of nilpotent groups, since it implies that if an
action of one element is hyperbolic, then the group action has the shadowing property. Note
that in some cases an action of a group is called hyperbolic if there exists an element which
action is hyperbolic (see [7, 22, 39]).

We show that our result cannot be directly generalized to the case of solvable groups.
We consider a particular linear action of a solvable Baumslag-Solitar group (Theorem 5.13)
and demonstrate that the shadowing property has a more complicated nature, in particular,
it depends on quantitative characteristics of hyperbolicity of the action.

We also consider actions of ”big groups” (free groups, groups with infinitely many ends).
In particular we show that there is no linear action of a non-abelian free group that has the
shadowing property. This statement leads us to a question: which groups admit an action
on a manifold satisfying the shadowing property?
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These three results illustrate that the shadowing property depends not only on hyperbolic
properties of actions of its elements but on the group structure as well.

5.1 Finitely generated groups.

In this section for completeness of exposition we will outline basic notions from theory of
finitely generated groups, give relevant definitions, and formulate statements that we use in
the sequel. We refer the interested reader to the following books on group theory: [9,14,19].

We say that a subset H of a group G is a subgroup and write H ≤ G if it contains e, the
identity element of G, and together with the operation · of the group G satisfies the group
axioms.

We say that a subgroup H ≤ G is a normal subgroup and write H ⊳ G (G ⊲ H) if
gH = Hg for all g ∈ G (where as usual gH := {gh | h ∈ H}, Hg := {hg | h ∈ H}).

Let H be a normal subgroup of G. A factor group or a quotient group is a group that as
a set is the set of all left cosets of H in G, i.e. {gH | g ∈ G}, and has the group operation
given by (g1H)(g2H) = g1g2H for all g1, g2 ∈ G.

One of the possible ways of defining a group is by defining a generating set. A subset
S of a group G is called a generating set if for any g ∈ G there exists a finite number of
elements s1, . . . , sj ∈ S ∪ S−1 (where as usual S−1 := {s−1 | s ∈ S}) such that g = sj . . . s1.
Naturally, in most cases a generating set is not unique. A group G is called finitely generated
if it has a finite generating set.

Another possible way of defining a group is by giving a system of generators and relations.
Thus Z2 can be defined as: < a, b | ab = ba > (first the generating set is indicated, then the
system of relations on this generators).

Fix a group G. For any g, h ∈ G the element [g, h] := ghg−1h−1 is called the commutator
of g and h. Let G1 and G2 be two subgroups of G. We denote by [G1, G2] the subgroup of
G given by the generating set {[g1, g2] | g1, g2 ∈ G}.

A group G is called abelian or commutative if [g, h] = e for any g, h ∈ G.

Definition 5.1. Any abelian group is called a nilpotent group of class 1. A group G is called
nilpotent of class n if it has the lower central series of length n, i.e. there exist subgroups
G1, . . . , Gn+1 ≤ G such that

G = G1 ⊲ . . .⊲Gn+1 = e, where Gn 6= e, Gi+1 = [Gi, G] ∀i ∈ {1, . . . , n}.

Gi).

The simplest example of a nonabelian nilpotent group is a so-called Heisenberg group
(see [19]): < a, b, c | c = [a, b], ac = ca, bc = cb >.

Definition 5.2. A group is called virtually nilpotent if it has a nilpotent normal subgroup
of a finite index (i.e. the corresponding factor group is finite).
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Remark 5.1. Note that any subgroup of a finitely generated virtually nilpotent group is
finitely generated. In fact the similar statement holds for a more general class of polycyclic
groups (see [14, 97] for the details).

Virtually nilpotent groups are important due to the celebrated theorem of Gromov: Any
group of polynomial growth is virtually nilpotent. We refer the reader to [31] for the precise
statement.

Definition 5.3. A group is called solvable or soluble if it has finite subnormal series, i.e.
there exist G0, . . . , Gn ≤ G (not necessarily finitely generated groups) such that e = Gn ⊳

. . .⊳G1 ⊳G0 = G and Gi/Gi+1 is an abelian group for any i ∈ {0, . . . , n− 1}.

We study Baumslag-Solitar groups (see [19]):

BS(m,n) =< a, b | bam = anb >,

(where m,n ∈ Z are fixed) which are solvable for m = 1. These groups are well known in
group theory as a source of numerous counterexamples.

We study actions of Fn =< a1, . . . , an | · >, the free group with n generators, which is
obviously not solvable.

5.2 Shadowing for actions of finitely generated groups.

Let G be a finitely generated (not necessarily abelian) group. Let Ω be a metric space with
a metric dist. For any x ∈ Ω, U ⊂ Ω, δ > 0 denote

B(δ, x) = {y ∈ Ω : dist(x, y) < δ}, B(δ, U) = ∪x∈UB(δ, x).

We say that a map Φ : G× Ω → Ω is a (left) action of a group G if the following holds:

(G1) the map fg = Φ(g, ·) is a homeomorphism of Ω for any g ∈ G;

(G2) Φ(e, x) = x for any x ∈ Ω, where e ∈ G is the identity element of the group G;

(G3) Φ(g1g2, x) = Φ(g1,Φ(g2, x)) for any g1, g2 ∈ G, x ∈ Ω.

We say that an action Φ is uniformly continuous if for some symmetric generating set S
(a generating set is called symmetric if together with any element s ∈ S it contains s−1) of
a group G the maps fs are uniformly continuous for all s ∈ S. Note that if Ω is compact,
then any action of a finitely generated group is uniformly continuous.

Let us fix some finite symmetric generating set S of a group G.

Definition 5.4. For any d > 0 we say that a sequence {yg}g∈G is a d-pseudotrajectory of an
action Φ (with respect to the generating set S) if

dist(ysg, fs(yg)) < d ∀s ∈ S, g ∈ G. (5.1)

121



Definition 5.5. We say that an uniformly continuous action Φ has the shadowing property
on a set V ⊂ Ω if for any ε > 0 there exists d > 0 such that for any d-pseudotrajectory
{yg}g∈G ⊂ V there exists a point xe ∈ Ω such that

dist(yg, fg(xe)) < ε ∀g ∈ G. (5.2)

In this case we say that {yg}g∈G is ε-shadowed by the exact trajectory {xg}g∈G = {fg(xe)}g∈G.
If V = Ω, we simply say that Φ has the shadowing property.

This notion is a natural generalization of the concept of the shadowing property intro-
duced in [82] for actions of Zn.

Let us also note that the definition of a pseudotrajectory depends on a choice of the
generating set S. However in Section 5.3 we show that if an uniformly continuous action has
the shadowing property for one finite symmetric generating set, then it has the shadowing
property for any finite symmetric generating set.

The proof of Proposition 5.4 is straightforward, see Appendix.
The following notion of expansivity is important for our results:

Definition 5.6. An action Φ is expansive (or has expansivity) on a set U ⊂ Ω if there exists
∆ > 0 such that if for some x1, x2 ∈ U

Φ(g, x1),Φ(g, x2) ∈ U, dist(Φ(g, x1),Φ(g, x2)) < ∆ ∀g ∈ G,

then x1 = x2.

Remark 5.2. Note that if G1 ≤ G is a subgroup of G and Φ|G1 is expansive, then Φ is
expansive too.

Any homeomorphism f : Ω → Ω induces an action Φf : Z × Ω → Ω of the group Z
defined as Φf (k, x) = fk(x) for any k ∈ Z, x ∈ Ω. We say that

1. a homeomorphism f has the shadowing property on a set V ⊂ Ω;

2. a homeomorphism f is expansive on a set U ⊂ Ω;

if the corresponding action Φf has this properties. Note that these definitions are equivalent
to classical definitions of these notions.

Definition 5.7. Consider two sets U, V ⊂ Ω. We say that an uniformly continuous action
Φ is topologically Anosov with respect to the pair (U, V ) if the following conditions are
satisfied:

(TA1) there exists γ > 0 such that B(γ, V ) ⊂ U ;

(TA2) Φ has the shadowing property on V ;

(TA3) Φ is expansive on U .

Remark 5.3. This definition generalises the notion of topologically Anosov actions for
homeomorphisms [6] and abelian groups [82]. For the case of homeomorphisms it was studied
by many authors, see for example [2, 4, 6]. Let us mention remarkable results by Hiraide
[36, 37], where it was proved that topologically Anosov homeomorphisms on surfaces are
conjugated to linear Anosov automorphisms.
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5.3 Correctness of the definition

In this section we prove correwctness of the definition of the shadowing property, more
precisely we prove that this notion does not depend on the choice of generators.

Proposition 5.4. Let S and S ′ be two finite symmetric generating sets for a group G. An
uniformly continuous action Φ has the shadowing property on a set V ⊂ Ω with respect to
the generating set S, if and only if it has the shadowing property on a set V ⊂ Ω with respect
to the generating set S ′.

Proof of Proposition 5.4. The generating set S induces on G a so-called word norm defined
as length of the shortest representation of an element in terms of elements from S. We define
by |g|S (or simply by |g|) the word norm of an element g with respect to S.

It is well known that two word norms corresponding to two finite generating sets S and
S ′ are bilipschitz equivalent, i.e. there exists a constant C ≥ 1 such that

|g|S′/C ≤ |g|S ≤ C|g|S′ ∀g ∈ G. (5.3)

Fix an ǫ > 0. Let d be the number from the definition of shadowing of Φ with respect
to S corresponding to ǫ. By uniform continuity of Φ, there exists a constant d1 < d/C such
that

dist(fg(ω1), fg(ω2)) < d/C, (5.4)

for any g ∈ G, ω1, ω2 ∈ Ω provided |g|S′ ≤ C and dist(ω1, ω2) < d1.
Let {yg}g∈G ⊂ V be a d1-pseudotrajectory of Φ with respect to the generating set S ′, i.e.

by (5.1)
dist(ys′g, fs′(yg)) < d1 ∀s′ ∈ S ′, g ∈ G

Consequently, by (5.4),

dist(ys′C ...s′1g
, fs′C ...s′1

(yg)) ≤ dist(ys′C ...s′1g
, fs′C(ys′C−1...s

′

1g
))+

+ dist(fs′C (ys′C−1...s
′

1g
), fs′C(fs′C−1

(ys′C−2...s
′

1g
))) + . . .+

+ dist(fs′C ...s′2
(ys′1g), fs′C ...s′2

(fs′1(yg))) < d1 + d/C + . . .+ d/C < d

for any s′1, . . . , s
′
C ∈ S ′, g ∈ G. To summarize,

dist(yhg, fh(yg)) < d (5.5)

for all g ∈ G and h ∈ G such that |h|S′ ≤ C . It follows from (5.3) that any element
s ∈ S satisfies |s|S′ ≤ C. Thus it follows from (5.5) that the sequence {yg}g∈G is a d-
pseudotrajectory of Φ with respect to the generating set S.

It follows from our assumptions that {yg}g∈G is ǫ-shadowed by some point xe. However
inequalities (5.2) do not depend on the choice of the generating set. Thus Φ has the shad-
owing property with respect to S ′. Clearly Φ is an uniformly continuous action with respect
to S ′ too.
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5.4 Actions of nilpotent groups.

The following theorem is the main result this chapter [64].

Theorem 5.5. Let Φ be an uniformly continuous action of a finitely generated virtually
nilpotent group G on a metric space Ω. Assume that there exists an element g ∈ G such that
fg is topologically Anosov with respect to a pair (U, V ). Then the action Φ is topologically
Anosov with respect to the pair (U, V ).

The main step of the proof is the following lemma, which is interesting by itself:

Lemma 5.6. Let G be a finitely generated group and H be a finitely generated normal
subgroup of G. Let Φ be an uniformly continuous action on Ω. If Φ|H is topologically
Anosov with respect to a pair (U, V ), then Φ is topologically Anosov with respect to the pair
(U, V ) too.

Proof of Lemma 5.6. Fix a finite symmetric generating set SH in H and continue it to a
finite symmetric generating set S in G. By Proposition 5.4, we can assume that our initial
generating set S was chosen in this way.

Let ∆, γ > 0 be the constants from the definitions of a topologically Anosov action
and expansivity for Φ|H . Since the maps {fs}s∈S are uniformly continuous, there exists
δ < min(∆/3, γ) such that

dist(fs(ω1), fs(ω2)) < ∆/3 (5.6)

for any s ∈ S and any two points ω1, ω2 ∈ Ω satisfying dist(ω1, ω2) < δ.
Fix ε ∈ (0, δ) and choose d < ε from the definition of shadowing for Φ|H for the generating

set SH . Fix a d-pseudotrajectory {yg}g∈G ⊂ V of Φ.
For any element q ∈ G consider the sequence {zh}h∈H = {yhq}h∈H. Note that this

sequence is a d-pseudotrajectory of Φ|H . Since Φ|H is topologically Anosov with respect to
(U, V ), there exists a unique point xq ∈ U such that

dist(zh,Φ(h, xq)) = dist(yhq, fh(xq)) < ε ∀h ∈ H. (5.7)

Existence of such xq follows from (TA2), uniqueness follows from (TA1), (TA3), and the
inequality ε < γ.

Let us prove that {xq}q∈G is an exact trajectory.
Fix s ∈ S and q ∈ G. Consider an arbitrary element h ∈ H . Since H is a normal

subgroup of G, there exists an element h′ ∈ H such that

sh′ = hs. (5.8)

It follows from (5.6)–(5.8) that

dist(ysh′q, fh(xsq)) < ǫ, (5.9)

dist(fs(yh′q), fs(fh′(xq))) < ∆/3. (5.10)
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Since {yg}g∈G is a d-pseudotrajectory for Φ, it follows from (5.8)–(5.10) that

dist(fh(xsq), fh(fs(xq))) ≤

dist(fh(xsq), ysh′q) + dist(ysh′q, fs(yh′q)) + dist(fs(yh′q), fhs(xq))) ≤

ǫ+ d+∆/3 < ∆.

Due to expansivity of Φ|H on U , we conclude that

xsq = fs(xq) ∀s ∈ S, q ∈ G.

Since S is a generating set for G, these equalities imply that xq = fq(xe) for all q ∈ G, and
hence by (5.7) xe satisfies inequalities (5.2).

Expansivity of Φ is trivial, because of Remark 5.2.

Next we prove Theorem 5.5 for the case of nilpotent groups.

Lemma 5.7. Let G be a finitely generated nilpotent group of class n and Φ be an uniformly
continuous action of G on a metric space Ω. Assume that there exists an element g ∈ G
such that fg is topologically Anosov with respect to (U, V ). Then the action Φ is topologically
Anosov with respect to (U, V ).

Proof. Let us prove this lemma by induction on n.
For n = 1 the group G is abelian and hence the group P = 〈g〉 generated by g is a normal

subgroup of G. Since fg is topologically Anosov, applying Lemma 5.6 we conclude that Φ is
topologically Anosov.

Let n > 1 and assume that we have proved the lemma for all nilpotent groups of class
less or equal n− 1. Denote Q = [G,G] and P = 〈Q, g〉 (i.e. P is the minimal subgroup of G
that contains Q and g).

Proposition 5.8. (N1) The group P is a normal subgroup of G.

(N2) The group P is nilpotent of class at most n− 1.

Proof of Proposition 5.8. Let us start from Item (N1). Fix arbitrary p ∈ P , h ∈ G. Note
that hph−1 ∈ [G,G]p = Qp ⊂ P , which proves the claim.

Let us prove Item (N2). It is clear that any subgroup of a nilpotent group of class n is a
nilpotent group of class at most n. However we need a stronger result for the subgroup P .
As the analysis of simple examples shows (e.g. the direct product of the Heisenberg group
and Z), a nilpotent group of class n may have proper subgroups of class n. So item (N2) is
not trivial.

Denote
R = [Q,G] = [[G,G], G].

Clearly, in order to prove (N2) it is sufficient to prove that

[P, P ] ⊂ [[G,G], G] = R

125



(since it implies [[P, P ], P ] ⊂ [[[G,G], G], G] and etc.).
Since Qg = gQ, any element p ∈ P has a representation as qgk for some q ∈ Q, k ∈ Z.

Fix p1, p2 ∈ P and put p1 = q1g
k1, p2 = q2g

k2. Note that

p1p2 = q1g
k1q2g

k2 = q1r1q2g
k1+k2 = r2q1q2g

k1+k2,

p2p1 = q2g
k2q1g

k1 = q2r3q1g
k1+k2 = r4q2q1g

k1+k2 = r5q1q2g
k1+k2

for some r1, . . . , r5 ∈ R, and hence [p1, p2] = r2r
−1
5 ∈ R.

Let us note that these properties strongly use nilpotency of Q, and their analogs do not
hold, for example, for solvable groups.

Let us continue the proof of Lemma 5.7. Since P is a finitely generated (due to Re-
mark 5.1) nilpotent group of class at most n− 1, g ∈ P , and fg is topologically Anosov, by
the induction assumptions we conclude that Φ|P is topologically Anosov. Combining this
property, (N1) and Lemma 5.6 we conclude that Φ has the shadowing property.

Proof of Theorem 5.5. Since G is virtually nilpotent, there exists a nilpotent normal sub-
group H of G of finite index. Due to Remark 5.1 the group H is finitely generated. Consider
g ∈ G from the assumptions of the theorem. Since H is a subgroup of finite index, there
exists k > 0 such that gk ∈ H . Since fg is topologically Anosov, the map fk

g = fgk is
also topologically Anosov. Hence, by Lemma 5.7, the action Φ|H is topologically Anosov.
Applying Lemma 5.6 we conclude that Φ is topologically Anosov too.

5.5 Linear actions of Abelian groups

Consider a linear action of Zp on Cm. In this case we fix p non-singular m × m matrixes
A1, . . . , Ap. Assuming that they pairwise commute, we get the action

Φ : Zp × Cm → Cm (5.11)

defined by
Φ(n, x) = An1

1 . . . Anp
p x (5.12)

for n = (n1, . . . , np) ∈ Z
p and x ∈ Cm.

It is known [57] that for any family of pairwise commuting matrixes Ai there exists a
unitary matrix U such that each matrix Ti = U−1AiU is upper triangular. Obviously, the
change of variables x = Uy preserves any shadowing and expansivity properties. Hence, we
may assume taht the matrixes Ai are upper triangular.

Denote by λij the j-th diagonal element of matrix Ai.

Theorem 5.9. [82] Under the above conditions, the following statements are equivalent:

(1) action (5.11) has the shadowing property;
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(2) for any j ∈ {1, . . . , m} there exists i ∈ {1, . . . , p} such that |λij| 6= 1;

(3) there is no vector v 6= 0 such that

Aiv = µiv, i = 1, . . . , p, where |µi| = 1. (5.13)

Proof. Denote by (n1), (n2), and (n3) the negotiations of (1), (2), and (3) respectevily. We
prove the implications

(n1) ⇒ (n2) ⇒ (n3) ⇒ (n1)

First we prove (n1) ⇒ (n2).
Note that if a matrix A is hyperbolic then it satisfies shadowing and expansivity proper-

ties. Thus it follows from Theorem 5.5 that to establish (1) it is enough to show that there
exists n = (n1, . . . , np) ∈ Z

p such that the matrix

A = An1
1 . . . Anp

p (5.14)

is hyperbolic.
For contradiction, assume that condition (2) is satisfied while any matrix (5.14) has an

eigenvalue λ with |λ| = 1. Since the matrixes Ai are upper triangular the set of eigenvalues
of (5.14) is

{λn1
1j . . . λ

np

pj , j = 1, . . . , m}. (5.15)

By our assumption, for any n = (n1, . . . , np) there is j such that

|λn1
1j . . . λ

np

pj | = 1. (5.16)

To proceed, we need the following auxiliarly statement.

Lemma 5.10. Assume that numbers µij, where i = 1, . . . , p and j = 1, . . . , m, satisfy the
following condition: for any n1, . . . , np ∈ Z there exists j such that

n1µ1j + · · ·+ npµpj = 0. (5.17)

Then there exists j such that
µij = 0, i = 1, . . . , p. (5.18)

Proof. We prove the statement by induction on p. For p = 1 the statement is obvious.
Assume that the statement is proved for p − 1. Fix n2, . . . , np ∈ Z and consider uj :=

n2µ2j + · · ·+npµpj. Assumptions of the lemma imply that for any n1 ∈ Z there exists j such
that

n1µ1j + uj = 0. (5.19)

Hence the euqality (5.19) holds for infinitely many n1 with the same j. Note that for this j
the equalities uj = 0 and µ1j = 0 hold.

Denote by J ⊂ {1, . . . , m} the set of such j that µ1j = 0. We proved that that J 6= ∅
and for any n2, . . . , np ∈ Z there exists j ∈ J satisfying the euqlity

n2µ2j + · · ·+ npµpj = 0.

By the induction assumtion there exisst j′ ∈ J such that µ2j′ = µ3j′ = · · · = µpj′ = 0. Hence
j′ satisfies equalities (5.18). Lemma 5.10 is proved.
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Setting µij := log |λij| we reduce conditions (5.16) to (5.17). By Lemma 5.10 there exists
j such that |λij| = 1 for i = 1, . . . , p. This proves implication (n1) ⇒ (n2).

Before proving (n2) ⇒ (n3), we establish an auxilarly statement.

Lemma 5.11. Let A′
1, . . . , A

′
p be pairwise commuting linear operators on Cm such that

ker(a1A
′
1 + · · ·+ apA

′
p) 6= {0} (5.20)

for any real numbers a1, . . . , ap. Then

∩p
i=1 kerA

′
i 6= {0}. (5.21)

Proof. In the proof, we often use the following simple statement. Let A and B be commuting
linear operators and let kerB = Y . Then A(Y ) ⊂ Y . Indeed if y ∈ Y then By = 0, so
ABy = 0 and B(Ay) = 0. Thus Ay ∈ Y .

We prove the lemma by induction on p. The case p = 1 is trivial. Let p = 2. Define

Ck = A′
1 + kA′

2 and Xk = kerCk

for nonnegative integer k. Obviously Ci and Cj commute for any i and j. Our statement
above implies that

Ci(Xj) ⊂ Xj. (5.22)

Let Lin(Y1, . . . , Yr) be the linear hull of the linear subspaces Y1, . . . , Yr.
We claim that there exist n such that

Xn+1 ∩ Lin(X0, . . . , Xn) 6= {0}. (5.23)

Indeed if Xn+1 ∩ Lin(X0, . . . , Xn) = {0} for any n, then

dimLin(X0, . . . , Xn) ≥ n + 1,

which is impossible if n ≥ m.
Let n be minimal satisfying (5.23). Consider x 6= 0 such that

x ∈ Xn+1 ∩ Lin(X0, . . . , Xn). (5.24)

represent x in the form x0 + · · ·+ xn, where xi ∈ Xi. Note that

Cn+1x = Cn+1x0 + · · ·+ Cn+1xn = 0. (5.25)

It follows from (5.22) yi := Cn+1xi ∈ Xi. Relation (5.25) implies that y0 + · · ·+ yn = 0. If
we assume that yi 6= 0 for some i, and consider the maximal i with this property, then

yi = −(y0 + · · ·+ yi−1) ∈ Lin(X0, . . .Xi−1),

contradicting the choice of n and the inequality i− 1 < n. Thus,

yi = 0, for 0 ≤ i ≤ n. (5.26)
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Since x 6= 0, there exists k ∈ {1, . . . , n} such that xk 6= 0. The equalities

yk = Cn+1xk = 0 and Ckxk = 0

imply that xk ∈ kerA′
1 ∩ kerA′

2. Thus our lemma is proved for p = 2.
Now assume that our statement holds for p. Define Bi,k = A′

1 + kA′
i and Xi,k = kerBi,k.

Since operators A′
i pairwise commute, so do Bi,k and A′

i has a nonempty kernel.
By the induction assumption applied to A′

p+1, B2,k, . . . , Bp,k with any k,

Yk := kerA′
p+1 ∩X2,k ∩ · · · ∩Xp,k 6= {0}.

The same reasoning as above shows that there exists n such that

Yn+1 ∩ Lin(Y0, . . . , Yn) 6= {0}.

Consider minimal n with this property. Take yi ∈ Yi such that

yn+1 = y0 + · · ·+ yn (5.27)

and yn+1 6= 0. Applying the operator B2,n+1 to (5.27) and taking into account that yn+1 ∈
Yn+1 ⊂ X2,n+1, we see that

0 = B2,n+1y0 + · · ·+B2,n+1yn (5.28)

Since B2,n+1yl ∈ Yl, the reasoning applied to establish (5.26) shows that B2,n+1yl = 0 for any
l ∈ {0, . . . , n}.

Consider yl 6= 0. We claim that

yl ∈ kerA′
1 ∩A

′
2 ∩ · · · ∩ kerA′

p+1. (5.29)

Since yl ∈ Yl, we have yl ∈ kerA′
p+1. The relations B2,n+1yl = 0 and yl ∈ Yi ⊂ X2,l imply

that

(A′
1 + (n+ 1)A′

2)yl = 0 and (A′
1 + lA′

2)yl = 0.

It follows that A′
1yl = 0 and A′

2yl = 0. Since yl ∈ Xi,l = kerBi,l for any l ∈ {3, . . . , p} we
see in addition, that (A′

1 + lA′
i)yl = 0. Thus, A′

iyl = 0 for these l, relation (5.29) holds, and
lemma is proved.

This lemma implies an important property of pairwise commuting matrixes A1, . . . , An

generating action (5.11). Obviously the desired implication (n2)⇒(n3) follows from this
property.

Corollary 5.12. For any j ∈ {1, . . . , m} there exists a vector v 6= 0 such that

Aiv = λijv, i = 1, . . . , p. (5.30)
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Proof. Fix j and consider matrixes A′
i = Ai−λijEm, where Em is the identity m×m matrix.

This matrixes are triangular and pairwise commute. Their jth diagonal element are zero.
Hence condition (5.20) of Lemma 5.11 is satisfies. By Lemma 5.11, there exists a vector

v 6= 0 such that A′
iv = 0 for i = 1, . . . , p. Obviously, v satisfies (5.30).

Now let us prove the implication (n3)⇒(n1). Fix a vector v with |v| = 1 satisfying
(5.13). We claim that action (5.11) does not have shadowing property. Let us construct a
pseudotrajectory as follows. Fix a positive number d and a sequence {cl : l ∈ Z} of integers
with the following properties: |cl+1 − cl| = 1 for any l, the sequence |cl| is unbounded, and
the limits lim|l|→∞ cl do not exists. Define Λ = µ1 and set al = dclΛ

lv and xn = An2
2 . . . A

np
p

for n = (n1, . . . , np). Obviously {xn} is a 2d-pseudotrajectory of (5.11).
To complete the proof we claim that supn |Φ(n, y) − xn| = ∞ for any y ∈ Cm. To see

this, it is enough to show that

sup
(n1,0,...,0)

|Φ((n1, 0, . . . , 0), y)− x(n1,0,...,0)| = ∞ (5.31)

for any y ∈ Cm. Fix a basis e1, . . . , em in Cm as follows:

e1 = v, A1ei = Λei + ei−1, for2 ≤ i ≤ k,

and

A1 =

(

B 0
0 C

)

in this basis, where B and C are k × k and (m− k)× (m− k) matrixes, respectively.
If a(1) is the first corrdinate of a vector a ∈ Cm in the chosen basis, then

x
(1)
(l,0,...,0) = dclΛ

l.

For y = (y1, . . . , ym) ∈ Cm, write y′ = (y1, . . . , yk).
The matrix B has the form ΛEk + J , where J i = 0 for i ≥ k. Hence for any y ∈ Cm,

(Al
1y)

(1) = (Bly′)(1) =

(

k−1
∑

i=0

l!

(l − i)!i!
Λl−iJ iy′

)(1)

= ΛlP (l),

where P (l) is a polynomial in l of degree not exceeding k−1 (determined by the fixed vector
y).

If (5.31) does not hold for some y ∈ Cm, then the expression

|(Al
1y)

(1) = x
(1)
(l,0,...,0)| = |dcl − P (l)|

is bounded in l. This contradicts the choice of the sequence cl since either P (l) is constant
(while cl is unbounded) or |P (l)| → ∞ as |l| → ∞ (while cl does not have limits as |l| → ∞).

The proof is complete.
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5.6 An action of a Baumslag-Solitar group.

It turns out that Theorem 5.5 cannot be generalized to the case of solvable groups. Consider
a solvable group G = BS(1, n) = < a, b|ba = anb >, where n > 1. For any λ > 0 consider
the action Φ : G× R2 → R2 generated by the maps

fa(x) = Ax, fb(x) = Bx,

where

A =

(

1 0
1 1

)

, B =

(

λ 0
0 nλ

)

.

Note that BA = AnB, and hence the action Φ is well defined.
For any λ > 1 the map fb is hyperbolic, however the following holds: show that for any

linear one-dimensional action of group BS(1, n) holds relation fn−1
a = Id.

Theorem 5.13. [64]

(i) For λ ∈ (1, n] the action Φ does not have the shadowing property.

(ii) For λ > n the action Φ has the shadowing property.

Proof. Without loss of generality, by Proposition 5.4, we consider the group BS(1, n) =
< a, b | ba = anb > with the standard generating set S = {a, b, a−1, b−1}. Denote by P1 and
P2 the natural projections on the coordinate axes in R2. As before denote

A =

(

1 0
1 1

)

, B =

(

λ 0
0 nλ

)

.

Note that

Ar =

(

1 0
r 1

)

, Br =

(

λr 0
0 (nλ)r

)

∀r ∈ Z. (5.32)

Proof of Item (i). To derive a contradiction assume that Φ has the shadowing property
and choose d > 0 from the definition of the shadowing property applied to ǫ = 1.

Consider an auxiliary action Ψ : G× (R× Z) → (R× Z) generated by the maps

ga(x, k) = (x+ n−k, k), gb(x, k) = (x, k + 1).

It is easy to check that gb ◦ ga = gna ◦ gb, and hence the action Ψ is well defined.
Consider the map F : (R× Z) → R defined as follows

F (x, k) =
(

(1 + β)λk|x|β; (nλ)k|x|1+β
)

,

where β = lnλ
lnn

∈ (0, 1].
Finally, consider the sequence

yg =
d

3
· F (Ψ(g, (0, 0))) ∀g ∈ G.
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We claim that {yg}g∈G is a d-pseudotrajectory for the action Φ, i.e. inequalities (5.1) hold
for all s ∈ {a, b, a−1, b−1}.

Indeed, fix g ∈ G. Denote (x, k) = Ψ(g, (0, 0)).
If s = b±1, then it is easy to see that ysg = fs(yg).
If s = a, then

P1ysg =
d

3
(1 + β)λk

∣

∣x+ n−k
∣

∣

β
, P2ysg =

d

3
(nλ)k

∣

∣x+ n−k
∣

∣

1+β
.

Denote ∆ = n−k. Then λk = ∆−β . In such notation

P1 (yag − fa(yg)) =
d

3
(1 + β)∆−β

(

|x+∆|β − |x|β
)

,

P2 (yag − fa(yg)) =
d

3

(

∆−(1+β) |x+∆|1+β −
(

∆−(1+β)|x|1+β + (1 + β)∆−β|x|β
)

)

.

We use the following inequalities, which hold for all β ∈ (0, 1] and x,∆ ∈ R:

|x+∆|β ≤ |x|β + |∆|β,

|x+∆|1+β ≤ |x|1+β + (1 + β)|∆||x|β + |∆|1+β.

From these inequalities it is easy to conclude that

|P1(yag − fa(yg))| ≤ (β + 1)d/3, |P2(yag − fa(yg))| ≤ d/3,

which implies
|yag − fa(yg)| < d.

Similarly
|ya−1g − fa−1(yg)| < d.

And hence {yg}g∈G is a d-pseudotrajectory.
Since by our assumptions the action Φ has the shadowing property, there exists xe ∈ R

such that (5.2) holds.
Note that ybk = 0 for any k ≥ 0. Substituting g = bk into (5.2), we conclude that

|Bkxe| ≤ 1 and hence, by expansivity of fb, xe = (0, 0).
Now substituting g = bka into (5.2) and looking on the first coordinate we conclude that:

|λkd/2− 0| < 1 ∀k ≥ 0,

which is impossible for sufficiently large k. The derived contradiction finishes the proof of
Item (i).

Proof of Item (ii). Fix ε > 0. Note that the map fb has the shadowing property
and is expansive. Let us choose d ∈ (0, ε) such that any d-pseudotrajectory of fb can be
ε-shadowed by an exact trajectory of fb. Consider an arbitrary d-pseudotrajectory {yg}g∈G
of the action Φ.
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For any element q ∈ G consider the sequence {zk}k∈Z, defined by zk = ybkq. Note that
this sequence is a d-pseudotrajectory for fb. Since fb has the shadowing property and is
expansive, there exists a unique point xq ∈ R such that

|zk − fk
b (xq)| = |ybkq − fk

b (xq)| < ε ∀k ∈ Z. (5.33)

We claim that xq = Φ(q, xe). To prove this, it is enough to show that

xbq = Bq, xaq = Axq ∀q ∈ G. (5.34)

The first equality follows directly from expansivity of fb. Let us prove the second one.
Note that the relation ba = anb implies that

bka = a(n
k)bk ∀k > 0. (5.35)

Fix an arbitrary q ∈ G. Note that since {yt}t∈G is a d-pseudotrajectory,

|P1yank bkq − P1ybkq| < dnk. (5.36)

By a straightforward induction it is easy to show that for all j ∈ [1, nk] the inequality

|P2yank bkq
− P2y(ank

−j)bkq
− jP1y(ank

−j)bkq
| <

j(j + 1)

2
d

holds. In particular

|P2yank bkq − P2ybkq − nkP1ybkq| <
nk(nk + 1)

2
d. (5.37)

Relations (5.33), (5.35), and the definition of a pseudotrajectory imply that for any k > 0
the following relations hold:

∣

∣Bkxaq − ybkaq
∣

∣ < ε,

ybkaq = y
a(nk)bkq

,
∣

∣ybkq −Bkxq
∣

∣ < ε,

and hence by (5.32), (5.36) and (5.37)

|λk(P1xaq − P1xq)| < 2ε+ dnk ∀k > 0,

|(nλ)kP2xaq − (nλ)kP2xq − (nλ)kP1xq| < 2ε+
nk(nk + 1)

2
d ∀k > 0.

Since λ > n,
P1xaq = P1xq, P2xaq = P2xq + P1xq,

which implies (5.34) and finishes the proof of Item (ii).
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5.7 Actions of free groups.

For actions of free groups we prove the following theorem [64]:

Theorem 5.14. Any linear action of a finitely generated free group with at least two gener-
ators on an Euclidean space does not have the shadowing property.

This theorem leads us to the following conjecture and question:

Conjecture 5.1. Any uniformly continuous action of the finitely generated free group with
at least two generators on a manifold does not have the shadowing property.

Question 5.1. Which groups admit an action on a manifold satisfying the shadowing prop-
erty?

However the following obvious remark holds:

Remark 5.15. Let X be a discrete two-point space. Trivially the identity action of any
finitely generated group on X has the shadowing property. A similar statement is true when
X is a Cantor set.

We derive Theorem 5.14 from the following more general, but more technical statement:

Theorem 5.16. Let G be a finitely generated free group with at least two generators. Let Φ
be an uniformly continuous action of G on a non-discrete metric space Ω.

1. If for some g ∈ G the map fg is expansive, then Φ does not have the shadowing property.

2. If for some g ∈ G, g 6= e, the map fg does not have the shadowing property, then Φ
does not have the shadowing property too.

Remark 5.17. Item 1 of Theorem 5.16 holds for a more general class of groups with infinitely
many ends (we refer the reader to [14] for the precise definition).

Proof of Theorem 5.14. Since for linear actions of Z both the shadowing property and ex-
pansivity are equivalent to hyperbolicity, Theorem 5.14 follows from Theorem 5.16.

Without loss of generality, by Proposition 1, we consider a free groupG ==< a1, . . . , an|· >
with the standard generating set S = {a±1

1 , . . . , a±1
n }. It means that any element g ∈ G has

a normal form g = sr . . . s1 (where sj ∈ S), i.e. the unique shortest representation in terms
of elements of S.

Proof of Theorem 5.16. Proof of Item 1. To derive a contradiction, suppose that Φ has
the shadowing property. Let d be the number that corresponds to ǫ = ∆ (the constant of
expansivity of fg) in the definition of shadowing for Φ.

Consider the normal form of g: g = sr . . . s1. Fix any q ∈ S\{s1, s
−1
1 }. Since f−1

q is
uniformly continuous, there exists a number d1 < d such that

dist(f−1
q (w1), f

−1
q (w2)) < d, (5.38)
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for any w1, w2 ∈ Ω satisfying dist(w1, w2) < d1.
Since Ω is non-discrete, we can fix two distinct points ω0, ω ∈ Ω such that dist(ω0, ω) < d1.

We construct a pseudotrajectory {yt}t∈G in the following way:

yt =

{

Φ(t, f−1
q (ω)), if the normal form of t ∈ G starts with q,

Φ(t, f−1
q (ω0)), otherwise.

Note that, by (5.38),
dist(yq, fq(ye)) = dist(ω, ω0) < d1 < d,

dist(ye, f
−1
q (yq)) = dist(f−1

q (ω0), f
−1
q (ω)) < d,

and the equality yst = fs(yt) holds for all other s ∈ S, t ∈ G. Hence {yt}t∈G is a d-
pseudotrajectory.

Our assumptions imply the existence of a point xe such that inequalities (5.2) hold.
Consequently,

dist(ygk ,Φ(g
k, xe)) = dist(fk

g (f
−1
q (ω0)), f

k
g (xe)) < ∆, ∀k ∈ Z,

which, by expansivity, implies that

xe = f−1
q (ω0). (5.39)

Since the normal form of {gkq}k∈Z starts from q,

dist(ygkq,Φ(g
kq, xe)) = dist(fk

g (ω), f
k
g (fq(xe))) < ∆, ∀k ∈ Z.

Hence, by expansivity, ω = fq(xe), which together with (5.39) contradicts to the choice of ω
and ω0. Thus Φ does not have shadowing, which proves Item 1.

Proof of Item 2. Let ǫ be any number such that for any d < ǫ the map fg has a
d-pseudotrajectory that cannot be ǫ-shadowed by any exact trajectory of fg. Consider the
normal form of g = sr . . . s1. Fix any d < ǫ. There exists a number d1 < d such that for any
φ that has a form φ = fsj . . . fs1 or φ = fs−1

j
. . . fs−1

r
for some 1 ≤ j ≤ r we have

dist(φ(w1), φ(w2)) ≤ d, (5.40)

for all w1, w2 ∈ Ω such that dist(w1, w2) ≤ d1.
Consider a d1-pseudotrajectory {xk}k∈Z for fg that cannot be ǫ-shadowed and the se-

quences {zk}k∈Z, {yt}t∈G defined as follows
{

zrk = xk, k ∈ Z,

zrk+j+1 = fsj+1
(zrk+j), 0 ≤ j < r − 1, k ∈ Z;

and

yt =

{

Φ(v, zrk+j), for w = tv−1 = sj . . . s1(sr . . . s1)
k, k ≥ 0, 1 ≤ j ≤ r;

Φ(v, z−rk−j), for w = tv−1 = s−1
r−j+1 . . . s

−1
r (sr . . . s1)

−k, k ≥ 0, 1 ≤ j ≤ r;

135



where v is the element of minimal length such that t = vw for some w = tv−1 of the form
defined above.

By (5.40) the sequence {yt}t∈G is a d-pseudotrajectory. If it is ε-shadowed by the trajec-
tory of a point ue, then {xk}k∈Z is ε-shadowed by {fk

g (ue)}k∈Z, which leads to a contradic-
tion.
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Summary of the Habilitation Thesis “Quantitative

properties of infinite and finite pseudotrajectories”

This Thesis is devoted to the study relation between shadowing properties of dynamical
systems generated by diffeomorphisms, vector field and actions of more complicated groups
with such forms of hyperbolicity as structural stability, Ω-stability and partial hyperbolicity.

Let M be a smooth compact manifold of class C∞ with the Riemannian metric dist and
f :M →M be a diffeomorphism on M .

Definition 1. For an interval I = (a, b) with a = Z ∪ {−∞}, b = Z ∪ {+∞} and d > 0 we
say that a sequence of points {yk}k∈Z is a d-pseudotrajectory, if the following holds:

dist(yk+1, f(yk)) < d, k ∈ Z, k, k + 1 ∈ I.

Usually we will consider pseudotrajectories defined on Z.

Initially pseudotrajectories were introduced in the theory of chain-recurrent sets and in
structural stability theory. Pseudotrajectories also naturally appear in numerical simulations
of dynamical systems.

The shadowing problem in the most general setting is related to the following ques-
tion: under which conditions for any pseudotrajectory of a dynamical system there exists a
close exact trajectory? The problem of shadowing was initiated in works of Anosov [1] and
Bowen [2]. Current state of the shadowing theory is reflected in monographs [14, 18] and
review [20].

Definition 2. We say that f has the standard shadowing property (StSh) if for any ε >
0 there exists d > 0 such that for any d-pseudotrajectory {yk}k∈Z there exists an exact
trajectory {xk}k∈Z, satisfying

dist(xk, yk) < ε, k ∈ Z. (1)

In that case we say that pseudotrajectory {yk} is ε-shadowed by an exact trajectory {xk}.

Shadowing property plays important role in the smooth dynamical system theory. Indeed,
if diffeomorphisms f1, f2 are close then exact trajectories of f2 are pseudotrajectories for f1,
hence the shadowing property is a weak form of stability. From the point of view numerical
simulations if a diffeomorphism f (or vector field X) has the shadowing property, then
approximate trajectories, attained as a result of numerical simulation of a corresponding
dynamical system, reflects the behaviour of the system on infinite time interval.

In this Thesis we study quantitative characteristics of the shadowing property: depen-
dence between ε and d, and shadowing of pseudotrajectories of finite length.

Shadowing theory is strongly related to the notions of hyperbolicity and structural sta-
bility. Let us introduce the following notions.

Denote by TxM the tangent bundle of M at point x ∈ M . Let |v| be the norm of a
vector v ∈ TxM , corresponding to the metric dist. Denote by B(r, x) an open ball in M of
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radius r centered at x ∈M and by BT (r, x) an open ball in TxM of radius r centered in the
origin. For a subset A of a metric space, denote by B(r, A) the union of all balls of radius r
centered in the points of A. Denote by ClA the closure of a set A.

Denote by Diff1(M) the space of diffeomorphisms on M , endowed with the C1-topology.
For a set P ⊂ Diff1(M) denote by Int1(P ) its C1-interior.

Definition 3. We say that a compact invariant set Λ ⊂M is hyperbolic if there exist C > 0,
λ ∈ (0, 1) and a decomposition of a tangent bundle TxM = Es

x ⊕ Eu
x for x ∈ Λ such that

1. Df(x)Es,u
x = Es,u

f(x) for x ∈ Λ;

2. |Dfk(x)vs| ≤ Cλk|vs| for x ∈ Λ, vs ∈ Es
x, k ≥ 0.

3. |Df−k(x)vu| ≤ Cλk|vu| for x ∈ Λ, vu ∈ Eu
x , k ≥ 0.

If Λ =M is a hyperbolic set then we say that f is an Anosov diffeomorphism.

It is well-known that dynamical systems have shadowing property in a neighborhood of
a hyperbolic set [1, 2]. This statement is often called the shadowing lemma.

Definition 4. We say that a diffeomorphism f ∈ Diff1(M) is structurally stable if there exists
a neighborhood U ⊂ Diff1(M) of f such that for any g ∈ U there exists a homeomorphism
h :M →M such that h ◦ f = g ◦ h.

For a diffeomorphism f ∈ Diff1(M) denote by Ω(f) the set of nonwondering points of f .

Definition 5. We say that a diffeomorphism f ∈ Diff1(M) is Ω-stable if there exists a
neighborhood U ⊂ Diff1(M) of f such that for any g ∈ U there exists a homeomorphism
h : Ω(f) → Ω(g) such that

h ◦ f(x) = g ◦ h(x), x ∈ Ω(f).

Denote the set of Ω-stable diffeomorphisms by ΩS

Notions of structural stability and hyperbolicity are strongly related. It is known that a
diffeomorphism f is structurally stable iif it satisfies Axiom A (hyperbolicity of the nonwon-
dering set and density of periodic orbits in the nonwondering set) and the strong transver-
sality condition [11, 27]. A diffeomorphism f ∈ ΩS if and only if f satisfies Axiom A and
the no cycle condition, see, for example [21].

In Chapter 1 we study quantitative characteristics of shadowing for diffeomorphisms.

Definition 6. We say that f has the Lipschitz shadowing property (LipSh) if there exists
L, d0 such that for any d < d0 and d-pseudotrajectory {yk}k∈Z there exists an exact trajectory
{xk}k∈Z, such that inequalities (1) hold with ε = Ld.

In [28, 31] the following theorem was proved (see also [15], Appendix A).

Theorem 1. Structurally stable diffeomorphisms have the Lipschitz shadowing property.
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It is easy to see that the Lipschitz shadowing property implies the standard shadowing
property. Let us note that the standard shadowing property persists under topological
conjugacy, and hyperbolicity, transversality, and structural stability do not. Hence, there
is no chance to characterise the set of diffeomorphisms satisfying the standard shadowing
property in terms of hyperbolicity, transversality and structural stability. However in the
modern theory of dynamical systems it is believed that shadowing and hyperbolicity are
almost equivalent. At the same time numerical simulations show good results for much
broader class of systems.

The situation completely changes if we consider C1-interior of the sets, satisfying the
shadowing property. Sakai proved the following theorem [30].

Theorem 2. C1-interior of the set of diffeomorphisms, satisfying the standard shadowing
property coincide with the set of structurally stable diffeomorphisms.

At the same time there exists plenty of non structurally stable examples satisfying the
standard shadowing property [18, 19, 22].

In this thesis we introduce the following notion.

Definition 7. Let us say that f has the Hölder shadowing property on finite intervals with
exponents θ ∈ (0, 1), ω > 0 (FinHolSh(θ, ω)), if there exists d0, L, C > 0, such that for any
d < d0 and d-pseudotrajectory {yk}k∈[0,Cd−ω] there exists an exact trajectory {xk}k∈[0,Cd−ω],
satisfying

dist(xk, yk) < Ldθ, k ∈ [0, Cd−ω].

It is easy to show that for θ ∈ (0, 1) and ω > 0 the following inclusions hold

SS ⊂ LipSh ⊂ HolSh(θ) := FinHolSh(θ,+∞) ⊂ FinHolSh(θ, ω) ⊂ StSh,

where SS denote the set of structurally stable diffeomorphisms.
In paragraph 1.2 we introduce the notion of inhomogeneous linear equation, in paragraph

1.3 we introduce notion of slow growth property for inhomogeneous linear equation and relate
it to the notion of exponential dichotomy. Those notions will be the main tool in Chapter 1
and essentially used in Chapter 4.

In paragraph 1.4 we prove the following theorem [23].

Theorem 3. The following statements are equivalent:

• diffeomorphism f has the Lipschitz shadowing property;

• diffeomorphism f is structurally stable.

Let us note the following corollary from Theorem 3.

Definition 8. Recall that we say that diffeomorphism f has the expansivity property if
there exists a > 0, such that if x, y ∈M and

dist(fk(x), fk(y)) < a, k ∈M.

then x = y.
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Corollary 4. The following statements are equivalent:

• diffeomorphism f has the Lipschitz shadowing property and is expansive;

• f is an Anosov diffeomorphism.

In paragraph 1.5 we prove the following theorem [34].

Theorem 5. Diffeomorphism f ∈ C2, satisfying FinHolSh(θ, ω) with θ > 1/2, θ + ω > 1 is
structurally stable.

This theorem gives an upper bound for the length of shadowable pseudotrajctories for not
structurally stable diffeomorphisms. Note that previously Hammel, Grebogi and York [6, 7]
based on results of numerical simulation conjectured the following.

Conjecture 1. Typical dissipative map f : R2 → R
2 satisfy FinHolSh(1/2, 1/2).

This conjecture allows us to assume that Theorem 5 cannot be improved.
Let us describe connection of those results with other problems in the dynamical system’s

theory. Theorem 5 has an interesting consequence even in the case of infinite pseudotrajec-
tories.

Theorem 6. Diffeomorphism f ∈ C2, satisfying HolSh(θ) = FinHolSh(θ,+∞) with θ > 1/2,
is structurally stable.

Note relation between Theorem 6 and the question suggested by Katok:

Question 1. Is it true that any diffeomorphism Hölder conjugated to Anosov, is Anosov
itself?

Recently it was shown that in general the answer to this question is negative, however
the following statement is correct [5].

Theorem 7. A C2-diffeomorphism, conjugated to an Anosov diffeomorphism via Hölder home-
omorphism h, is Anosov itself provided that the product of Hölder exponents of h and h−1

greater 1/2.

It is easy to show that diffeomorphism Hölder conjugate to a structurally stable satisfy
the Hölder shadowing property. Therefore using Theorem 6 we can conclude the following
statement generalising Theorem 7.

Corollary 8. A C2-diffeomorphism, conjugated to a structurally stable diffeomorphism via
Hölder homeomorphism h, is structurally stable itself provided that product of Hölder exponents
of h and h−1 greater 1/2.

Important role in the theory of dynamical systems plays the structure of the set of periodic
orbits. In this context it is natural to consider so-called periodic shadowing property. In
paragraph 1.5 we consider the following notion.
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Definition 9. We say that diffeomorphism f has the periodic shadowing property if for any
ε > 0 there exists d > 0 such that for any d-pseudotrajectory {yk} there exists periodic
trajectory {xk} such that the following inequalities hold

dist(xk, yk) < ε, k ∈ Z.

Denote the set of diffeomorphisms satisfying the periodic shadowing property by PerSh.

Definition 10. We say that diffeomorphism f satisfies the Lipschitz periodic shadowing
property (LipPerSh) if there exists L, d0 > 0, such that for any periodic d-pseudotrajectory
{yk} with d < d0 there exists a periodic trajectory {xk} such that the following inequalities
hold

dist(xk, yk) < Ld, k ∈ Z.

In paragraph 1.6 we prove the following theorem [12].

Theorem 9. Int1(PerSh) = LipPerSh = ΩS.

In Chapter 2 we consider shadowing property for partially hyperbolic diffeomorphisms.
In paragraph 2.1 we introduce notion of the central shadowing property and prove ana-

logue of the shadowing lemma for partially hyperbolic diffeomorphisms.
Let f be a partially hyperbolic diffeomorphism with the corresponding decomposition of

the tangent bundle
TxM = Es

x ⊕Ec
x ⊕Eu

x .

Denote
Ecs

x := Es
x ⊕Ec

x, Ecu
x := Eu

x ⊕Ec
x.

Definition 11. A partially hyperbolic diffeomorphism f is dynamically coherent, if both dis-
tributions Ecs and Ecu are uniquely integrable. In that case distribution Ec is also uniquely
integrable, and corresponding foliation W c is a subfoliation of W cs and W cu.

See [3, 29] for the detailed discussion on the notion of dynamical coherence.
In paragraph 2.1 we assume that f is dynamically coherent.
Denote by distc(·, ·) the distance in the internal metric of the manifold W c. Denote by

W c
ε (x) = {y ∈ W c(x) : distc(x, y) < ε}.
We consider the following notion for the shadowing property of dynamically coherent

diffeomorphisms.

Definition 12. (see for instance [8]) We say that an ε-pseudotrajectory {yk} is central, if
for any k ∈ Z the inclusion yk+1 ∈ W c

ε (yk) hold.

Definition 13. We say that partially hyperbolic, dynamically coherent diffeomorphism f
satisfy the central shadowing property, if for any ε > 0 there exists d > 0 such that for
any d-pseudotrajectory {yk} there exists an ε-central pseudotrajectory {xk}, satisfying the
inequalities

dist(xk, yk) < ε, k ∈ Z. (2)
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Definition 14. We say that partially hyperbolic dynamically coherent diffeomorphism f
satisfy the Lipschitz central shadowing property, if there exists L, d0 > 0, such that for any
d < d0 and d-pseudotrajectory {yk} there exists an Ld-central pseudotrajectory, satisfying
the inequalities (2), with ε = Ld.

Note that the Lipschitz central shadowing property implies the central shadowing prop-
erty. In the Thesis we prove the following analogue of the shadowing lemma [10].

Theorem 10. A partially hyperbolic dynamically coherent diffeomorphism f satisfies the
Lipschitz central shadowing property.

The proof is based on the Schauder fixed-point theorem. The classical proofs of the
shadowing lemma [1, 2] are based on the contracting mapping principle and cannot be
used in our context, since the holonomy maps corresponding to foliations W cs, W cu, are
Hölder continuous but not Lipschitz (see for instance [29]).

In paragraph 2.2 we consider the shadowing problem in a special case.
Consider the space Σ = {0, 1}Z, endowed with the standard metric dist and probability

measure ν. For a sequence ω = {ωi} ∈ Σ denote by t(ω) the 0-th element of the sequence:
t(ω) = ω0. Define “the shift map” σ : Σ → Σ as follows: (σ(ω))i = ωi+1.

Consider the space Q = Σ × R. Endow Q with the maximal metric and the product
measure µ = ν × Leb.

Fix λ0, λ1 ∈ R, satisfying the following

0 < λ0 < 1 < λ1, λ0λ1 6= 1. (3)

Consider map f : Q→ Q, defined as follows

f(ω, x) = (σ(ω), λt(ω)x).

For q ∈ Q, d > 0, N ∈ N denote by Ωq,d,N the set of d-pseudotrajectories of length N ,
starting at q0 = q. Assuming that qk+1 is chosen randomly in B(d, f(qk)) according to mea-
sure µ, the set Ωq,d,N is endowed by the structure of a Markov process. This construction en-
dow Ωq,d,N with a probability measure P . Similar construction for infinite pseudotrajectories
were described in [37]. For ε > 0 denote by p(q, d, N, ε) the probability of a pseudotrajectory
from Ωq,d,N to be ε-shadowable. Note that this event is measurable since it is open.

Let q = (ω, x), q̃ = (ω, 0). For any d, ε > 0, N ∈ N the following equality holds
p(q, d, N, ε) = p(q̃, d, N, ε). Set

p(d,N, ε) :=

∫

ω∈Σ

p((ω, 0), d, N, ε)dν.

The number p(d,N, ε) is the probability of a d-pseudotrajectory to be ε-shadowable.
The main result of this paragraph is the following theorem [36].

Theorem 11. For any λ0, λ1 ∈ R, satisfying relations (3) there exist ε0 > 0 and c0 > 0
such that for any ε < ε0 the following hold:
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1. If c < c0, then limN→∞ p(ε/N c, N, ε) = 0;

2. If c > c0, then limN→∞ p(ε/N c, N, ε) = 1;

Analogue of Conjecture 1 for map f allows to suggest that the value p(ε/N,N, ε) is
almost 1. So if c0 > 1 then Conjecture 1 does not hold. In the Thesis (Remark 2.16) we give
example of such parameters.

In Chapters 3, 4 we study various shadowing properties for vector fields.
We consider not only the set of vector fields satisfying some shadowing property but its

interiors in the C1-topology, i.e. the set of vector fields satisfying some shadoiwng property
together with all its C1-small perturbation. Denote by F (M) the space of C1 vector fields
on a manifold M , endowed with the C1-topology. For a vector field X denote by φ(t, x) the
flow generated by X .

For a set P ⊂ F (M) denote by Int1(P ) its C1-interior. For avector field X denote by
Per(X) the set of fixed points and closed trajectories of X . For a hyperbolic trajectory p let
us denote by W s(p) and W u(p) its stable and unstable manifolds respectively.

Let us pass to the definition of the shadowing property for vector fields.

Definition 15. We say that map g : R →M (not necessarily continuous) is a d-pseudotrajectory,
if the following inequalities hold

dist(g(t+ τ), φ(τ, g(t))), t ∈ R, |τ | < 1.

To define shadowing properties for vector fields we need the notion of reparametrisation.

Definition 16. We call a reparametrisation an increasing homeomorphism of the real line
h : R → R. Denote set of all reparametrisation by Rep. For ε > 0 denote by Rep(ε) the set
of reparametrisations, satisfying the following inequalities

∣

∣

∣

∣

h(t1)− h(t2)

t1 − t2
− 1

∣

∣

∣

∣

< ε.

Definition 17. Let us say that a vector field X and the corresponding flow φ satisfy the
standard shadowing property, if for any ε > 0 there exists d > 0, such that for any d-
pseudotrajectory g(t) there exists a reparametrisation h ∈ Rep(ε) and a point x ∈ M , such
that the following inequalities hold

dist(g(t), φ(h(t), x)) < ε, t ∈ R. (4)

Denote by StSh the set of vector fields satisfying the standard shadowing property.

We use the same notation StSh as in the case of diffeomorphisms. In what follows it
would be clear from the context if we consider the case of diffeomorphisms or vector fields.

Let us note that the notion of reparametrisation is necessarily in the definition of shad-
owing property. Indeed if we replace inequalities (4) in the Definition 17 by the inequalities

dist(g(t), φ(t, x)) < ε, t ∈ R,
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then a lot of “good” vector fields do not satisfy the shadowing property. As an example we
can consider a vector field on a manifold M , which has a hyperbolic closed trajectory [18].

Let us introduce various shadowing properties.

Definition 18. We say that a vector field X and the corresponding flow φ satisfy the
Lipschitz shadowing property if there exist constants L, d0 > 0 such that for any d < d0 and
d-pseudotrajectory g(t) there exists a point x ∈M and reparametrisation h ∈ Rep(Ld) such
that the following inequalities hold

dist(g(t), φ(h(t), x)) < Ld, t ∈ R.

Denote by LipSh the set of vector fields satisfying the Lipschitz shadowing property.

Definition 19. We say that vector field X and corresponding flow φ satisfy the oriented
shadowing property, if for any ε > 0 there exists d > 0 such that for any d-pseudotrajectory
g(t) there exists a reparametrisation h ∈ Rep and a point x ∈ M such that the inequalities
(4) hold. Note that we do not assume closeness of reparametrisation h to the identity map.
Denote by OrientSh the set of vector fields satisfying the oriented shadowing property.

Clearly the following inclusions hold

LipSh ⊂ StSh ⊂ OrientSh .

The notion of the standard shadowing property is equivalent to the strong pseudo orbit
tracing property (POTP), introduced by Komuro [9]; the oriented shadowing property is
equivalent to the normal POTP introduced by Komuro [9] and the pseudo orbit tracing
property, introduced by Thomas [32].

Note that all three introduced above notions of the shadowing property are not equivalent.
Examples of vector fields lying in the set StSh \LipSh are well-known and relatively easy
to construct. In paragraph 3.4 we construct an example of a vector field lying in the set
OrientSh \ StSh. Earlier Komuro showed that the oriented and the standard shadowing
properties are equivalent for the case of vector fields without fixed points [9]. In the same
paper Komuro posed a question if those two notions are equivalent in general [9, Remark
5.1]?

As in the case of diffeomorphisms the following notions play an important role in the
shadowing theory.

Definition 20. We say that a compact invariant set Λ ⊂ M is hyperbolic if there exist
numbers C > 0, λ > 0 and linear subspaces Es

x, E
u
x ⊂ TxM such that for any x ∈ Λ the

following holds

1. TxM = Es
x ⊕ Eu

x⊕ < X(x) >.

2. Let Φ(t) be the fundamental matrix of the variational systems

dy

dy
=
∂X

∂x
(φ(t, x))y

along the trajectory φ(t, p), satisfying Φ(0) = E. Then
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(a) Φ(t)Es
x = Es

φ(t,x), Φ(t)E
u
x = Eu

φ(t,x),

(b) |Φ(t)vs| ≤ Ce−λt|vs| for vs ∈ Es
x and t ≥ 0.

(c) |Φ(−t)vu| ≤ Ce−λt|vu| for vu ∈ Eu
x and t ≥ 0.

If Λ =M is a hyperbolic set then we say that X is an Anosov vector field.

Definition 21. We say that a vector field X ∈ F(M) is structurally stable if there exists
a neighborhood U ⊂ F(M) of X such that for any Y ∈ U there exists a homeomorphism
α :M →M which maps trajectories of X to trajectories of Y and preserves the direction of
movement alomg trajectories. In other words there exists a map τ : R×M → R such that

• for any x ∈M , the function τ(·, x) increases and maps R into R;

• τ(0, x) = x for any x ∈M ;

• α(φ(t, x)) = ψ(τ(t, x), α(x)) for any t ∈ R, x ∈ M , where ψ(·, ·) is the flow generated
by Y .

Denote by SS the set of structurally stable vector fields.

For a vector field X denote by Ω(X) the set of nonwondering points of X .

Definition 22. We say that a vector field X ∈ F(M) is Ω-stable if there exists a neigh-
borhood U ⊂ F(M) of X such that for any Y ∈ U there exists a homeomorphism α :
Ω(X) → Ω(Y ) which maps trajectories of X to trajectories of Y and preserves the direction
of movement along trajectories. Denote by ΩS the set of Ω-stable vector fields.

Pilyugin proved the following theorem [17].

Theorem 12. SS ⊂ LipSh

In Chapter 3 we study the set OrientSh in the C1-topology.
The following notion plays an important role in this chapter. We say that matrix A is of

class K, if all its eigenvalues has nonzero real parts. Denote by K+
2 the set of matrixes K,

with pair of complex conjugate eigenvalues a1 ± b1i with a1 > 0, such that if c1 > 0 is an
eigenvalue of A, then c1 > a1. Denote by K−

2 the set of matrixes A, such that −A ∈ K+
2 .

Definition 23. We say that a vector field X is of class B, if there exists two fixed points p1
and p2 (not necessarily distinct) of X , satisfying the following properties:

1. DX(p1) ∈ K+
2 ,

2. DX(p2) ∈ K−

2 ,

3. invariant manifoldsW s(p1) andW
u(p2) has a trajectory of non transverse intersection.

In my PhD thesis I have proved the following theorems [25, 26, 35].
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Theorem 13. Int1(OrientSh) \B = SS.

Theorem 14. If dimM ≤ 3, then Int1(OrientSh) = SS.

In paragraph 3.1 we construct an example of a vector field, which shows that exclusions
of vector field of class B in Theorem 13 is essential [26].

Theorem 15. There exists a vector field X ∈ Int1(OrientSh) \ SS on manifold S2 × S2.

This theorem is the main result of chapter 3. Note that Theorem 13 implies that X ∈ B.
In paragraph 3.2 we show that [4]

Theorem 16. Int1(OrientSh) ⊂ ΩS.

This result implies that example from Theorem 15 must satisfy Axiom A’ and violate
the strong transversality condition.

In paragraph 3.3 we show that sets StSh and OrientSh do not coincide [33].

Theorem 17. There exists a vector field X ∈ OrientSh \ StSh on manifold S2 × S2 .

In Chapter 4 we consider vector fields with the Lipschitz shadowing property and the
Lipschitz periodic shadowing property.

In paragraph 4.1 we prove the following theorem [16].

Theorem 18. The vector field X has the Lipschitz shadowing property if and only if X is
structurally stable.

Definition 24. We say that a vector fieldX and the corresponding flow φ has the expansivity
property, if there exists constants a, δ > 0 such that if the inequalities

dist(φ(t, x), φ(α(t), x)) < a, t ∈ R

hold for some x, y ∈ M and increasing homeomorphism α ∈ Rep, satisfying α(0) = 0, then
x = φ(τ, y), where |τ | < δ.

We prove the following statement as a corollary from Theorem 18.

Corollary 19. If a vector field X satisfy Lipschitz shadowing property and expansivity then
X is an Anosov vector field.

In paragraph 4.2 we study connection between Ω-stability and periodic shadowing prop-
erty [16].

Definition 25. We say that a vector field X satisfies the Lipschitz periodic shadowing
property (LipPerSh) if there exists L, d0 > 0 such that any periodic d-pseudotrajectory g(t)
with d < d0, can be Ld-shadowed by closed trajectory.

Theorem 20. Vector field X has the Lipschitz periodic shadowing property if and only if it
is Ω-stable.

10



Diffeomorphisms Vector fields
Int1(StSh) = SS Int1(OrientSh) 6= SS (dimM > 3)
Int1(PerSh) = ΩS Int1(OrientSh) ⊂ ΩS

C1 OrientSh 6= StSh
Int1(OrientSh \B) = SS
Int1(OrientSh) = SS (dimM ≤ 3)

LipSh = SS LipSh = SS
Lipschitz LipPerSh = ΩS LipPerSh = ΩS

f ∈ C2,FinHolSh(α, ω)
α, ω > 1/2 ⇒ f ∈ SS

Table 1: Relations between shadowing properties and structural stability

Results of the chapters 1, 3, 4 are represented in a short form in the Table 1.
Equality Int1(StSh) = SS was proved by Sakai in 1994; equalities Int1(OrientSh \B) = SS

and Int1(OrientSh) = SS (dimM ≤ 3) were obtained in the PhD Thesis of the author. The
rest results were achieved by the author (some of results are co-authored) in 2010 – 2015.

In Chapter 5 we consider actions of finitely generated groups. We introduce notion of
the shadowing property for groups actions. We consider in details shadowing for actions of
nilpotent, solvable and free groups.

Consider a finitely generated (not necessarily Abelian) group G and a metric space Ω
with metric dist.

We say that the map Φ : G × Ω → Ω is a (left) action of a group G if the following
conditions hold:

(G1) for any g ∈ G the map fg = Φ(g, ·) is a homeomorphism of Ω;

(G2) Φ(e, x) = x for any x ∈ Ω, where e is the identity element of G;

(G3) Φ(g1,Φ(g2, x)) = Φ(g1g2, x) for any g1, g2 ∈ G and x ∈ Ω.

We say that an action is uniformly continuous, if there exists a finite symmetric generating
set S ⊂ G of G such that maps fs are uniformly continuous for all s ∈ S. Note that if Ω is
compact, then any action of the finitely generated group is uniformly continuous.

Fix finite symmetric generated set S of G.

Definition 26. For d > 0 we say that a sequence {yg}g∈G is a d-pseudotrajectory of action
Φ (with respect to a generating set S) if

dist(fs(yg), ysg) < d, g ∈ G, s ∈ S.

Definition 27. We say that uniformly continuous action Φ satisfies the shadowing property
on a set V ⊂ Ω, if for any ε > 0 there exists d > 0 such that for any d-pseudotrajectory {yg}
there exists a point xe ∈ Ω, such that

dist(fg(xe), yg) < ε, g ∈ G.
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In that case we say that {yg} is ε-shadowed by {xg = fg(xe)}. If V = Ω, we say that Φ
satisfies the shadowing property.

Note that the definition of the shadowing property depends on the choice of a generating
set S. However the following statement shows that if an uniformly continuous action satisfies
the shadowing property for one symmetric generating set then it satisfies the shadowing
property for all other symmetric generating sets.

Statement 21. Consider two finite symmetric generating sets S and S ′ of G. If a uniformly
continuous action Φ satisfies the shadowing property on a set V ⊂ Ω with respect to a gener-
ating set S, then Φ satisfies the shadowing property on a set V with respect to a generating
set S ′.

Definition 28. We say that action Φ satisfies the expansivity property on a set U ⊂ Ω, if
there exists a > 0, such that if some x, y ∈ U the inequalities

dist(fg(x), fg(y)) < a,

hold then x = y.

Note that if for a subgroup G1 ≤ G action Φ|G1
satisfies the expansivity property then

Φ satisfies the expansivity property as well.

Definition 29. Consider sets U, V ⊂ Ω. We say that uniformly continuous action Φ is
topologically Anosov with respect to a pair (U, V ), if the following conditions hold:

1. there exists γ > 0, such that B(γ, V ) ⊂ U ;

2. Φ satisfies the shadowing property on V ;

3. Φ has the expansivity property on U .

In paragraph 5.1 we introduce necessarily notions from the group theory.
In paragraph 5.2 we introduce the shadowing property for group actions.
In paragraph 5.3 we prove correctness of the definition of the shadowing property.
In paragraph 5.4 we consider actions of nilpotent groups. The main result of this para-

graph is the following [13].

Theorem 22. Consider a uniformly continuous action Φ of finitely generated virtually nilpo-
nent group G of a metric space Ω. Assume that there exists an element g ∈ G, such that
homeomorphism fg is topologically Anosov with respect to a pair (U, V ). Then action Φ is
topologically Anosov with respect to (U, V ).

In paragraph 5.5 we prove that for linear actions of Abelian groups of Cm assumptions
of Theorem 22 are also necessarily, more precisely we prove the following [24]:

Theorem 23. A linear action Φ of an Abelian group G = Z
n satisfies the shadowing property

on Cm if and only if there exists g ∈ G such that linear map fg is hyperbolic.
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In paragraph 5.6 we consider actions of solvable groups. We show that Theorem 22
cannot be generalised for the case of solvable groups. Consider a solvable group BS(1, n) =<
a, b|ba = anb >, with n > 1. For any λ > 1 consider an action Φ, generated by the maps

fa(x) = Ax, fb(x) = Bx

where

A =

(

1 0
1 1

)

, B =

(

λ 0
0 nλ

)

.

Note that BA = AnB, hence action Φ defined correctly. For λ > 1 the map fb is hyperbolic,
however the following os correct [13]:

Theorem 24. • If λ ∈ (1, n], then action Φ does not satisfy the shadowing property.

• If λ > n, then actionΦ satisfies the shadowing property.

In paragraph 5.7 we consider actions of the free groups. We prove the following [13]:

Theorem 25. Any linear action on Euclidian space of a non Abelian finitely generated group
does not satisfy the shadowing property.
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