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Abstract

A central problem of dynamical systems theory is to identify a reduced description of the dynamical
process one can deal easier. In this paper we present a systematic method of identifying those closed
sub-systems of a given discrete time dynamical system in the frame of operator theory. It is shown that
this problem is closely related to finding invariant sigma algebras of the dynamics.

Index Terms — closed sub-dynamics, sigma algebras, operator theory.

1 Introduction

Classical scientific models often derive their success from providing a closed description of some section of
reality. The Schrodinger equation, for instance, describes the quantum mechanical behavior of the hydrogen
atom without being concerned with the fact that the proton constituting its nucleus is not elementary, but
is composed of quarks. However, the mechanism of quark confinement makes a consistent description at the
atomic level possible. Likewise, Newtonian dynamics models the sun, the planets and their moons as point
masses and can then capture their dynamics without having to consider their rather complicated internal
structure in terms of solid state physics or fluid or gas dynamics. In biology, the Hodgkin-Huxley equations
and their variants operate successfully at the cellular level without taking the molecular details of the ion
channels into account. The Wright-Fisher and other models of population genetics express genetic drift in
large populations in terms of Fokker-Planck type equations without the complicated details of the mecha-
nisms of genetic inheritance at the DNA level.

However, such a reducing scheme is not always easily available. Neuroscience or cell biology provide examples
where it may not even be clear what the appropriate levels are. And even in physics, the transition from
the atomic or molecular scale to a hydrodynamic description in the case of non-Newtonian fluids or phe-
nomenological descriptions in materials science provide some of the most difficult problems that science faces.

This raises the question how we can identify such a level given some microscopic description of a system.
We refer to a level as a new macroscopic dynamics derived from the microscopic one by means of a coarse-
graining or aggregation of micro-states. More precisely, consider a dynamical system ¢ : X — X on a
state space X where ¢ can be a measurable map, or, more generally, a Markov kernel. Suppose we have an
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operator 7 : X — X - for instance a coarse-graining, aggregation, averaging, etc. — of the lower, microscopic
level X onto an upper level X. As the time-discrete dynamics evolves on the lower level by means of an
iteration of the map ¢, an induced dynamics can be observed on the upper state space X. We say that the
upper level is closed if it can be also represented by a dynamical system: there is a measurable map or a
Markov kernel, etc. (;5 X — X such that 7 o ¢ = d) oT.

X, x
Xl x

Figure 1: Basic setup of multilevel dynamical system.

The problem of level identification is extensively studied for several time discrete dynamical systems on
finite state spaces. N. Israeli and N. Goldenfeld [12] studied this problem for cellular automata. The authors
make use of local aggregations of nearest neighbors of the states of one-dimensional cellular automata to
obtain computational reduced descriptions of all cellular automata in Wolfram’s classification scheme. A
vast amount of literature is available where the operator ¢ in Fig. (1) is a time-discrete, stationary Markov
process on a finite state space X. The problem of a level identification turns into the one of finding lumpings
7 : X — X of the states in X such that the macroscopic dynamics g?) : X — X turns out to be Markovian
again. [17] proves that the micro-process ¢ : X — X must be invariant with respect to the action of certain
permutations of the states in X in order to obtain a Markovian macro-dynamics (;5 X = X as well. In [5]
this method of finding possible lumping was applied to accelerate convergence of Markov Chain Monte Carlo
techniques. [6] deals with the problem of finding aggregations for ¢ representing a nearly uncoupled Markov
chain on a finite state space X. A systematic algorithm for finding all possible lumpings of a stationary
Markov process ¢ : X — X on a finite state space X such that the resulting process qb X — X is Marko-
vian again and the diagram in Fig. (1) commutes was developed by Gérnerup and Jacobi in [10] and [9] whose
method makes use of certain level sets of the right eigenvectors of the stochastic matrix associated to ¢. In
[16] we introduced an information-theoretic measure not only to find aggregations = whose corresponding
macro-dynamics é is Markovian but also to quantify to what extent the macro-level deviates from being
Markovian otherwise. Beside these works, which take only care of possible strong lumpings of the Markov
process ¢ — i.e., lumpings such that the macro process gf; is Markovian again no matter what choice is made
for the initial distribution on X — there are some interesting theoretical considerations, elaborated in the
book of Kemeny and Snell [13] whose outline is based on [3], when one requires only that at least for one
initial distribution the aggregation leads to a Markov chain.

All these approaches work only for finite state spaces X where the stationary Markov process ¢ : X — X

can be represented by a stochastic matrix. The aggregations methods do not apply or even still make any
sense if one allows for infinite state spaces X. This paper is entirely devoted to tackle this problem: finding
possible aggregations 7 : X — X for the dynamical systems ¢ : X — X on an infinite state space X which
yield a self-contained macro-process ¢ : X — X in Fig. (1).
Operator theory turns out to be an ideal conceptual frame not only providing the tools which lead to a
solution of the sketched problem but also providing a guideline for the choice of the notions itself: What
kind of infinite spaces X should be considered? Which time-discrete dynamical systems ¢ : X — X shall
be considered? Which requirements should the aggregation =« fulfill? In the infinite setting there are no
canonical answers to these questions and choices need to be made.

In the present paper, we proceed as follows. In the second section we introduce the operator theoretical
framework in which our approach is embedded: we define operators on Banach spaces, introduce o-finite
measure spaces, the Radon-Nikodym derivative of a measure with respect to a sub-c-algebra, etc. More



important, this section contains the main result of the paper — presenting a criterion an aggregation needs
to fulfill in order to induce a new, closed level in the sense of Fig. (1).

In the third section we apply the general results of the previous one to the special case of finite state spaces.
We can reproduce all well known results on the strong lumpability of Markov chains in particular, and time-
discrete, stationary dynamical systems in general, by reproving the results of [11] which are the most general
ones among those which were presented above.

The fourth section takes care of the special case when the linear operator T is induced by a point transfor-
mation ¢ : X — X. We prove that a sub-c-algebra C induces an aggregation if and only if C is invariant
under the preimage of ¢, i.e., ¢~ 1(C) C C. Furthermore, we develop a general procedure to obtain such
invariant o-algebras by finding eigenfunctions of the linear operator T'. Every o-algebra obtained from this
eigenfunction method provides a factor, but the opposite way does not hold true — there are factors which
are not induced from a family of eigenfunctions. A counterexample is obtained from ergodicity theory which
also gives us an example of an invertible operator T', induced by a point transformation, whose corresponding
macro-operator 1" in Fig. (1) is no longer invertible at all. This phenomenon has its roots in our infinite
setting, because for finite state spaces a surjective aggregation of a bijective linear process leads to a bijective
macro-process as well, see for instance [16].

The last section deals with Markov kernels. We consider those which are uniquely ergodic, a notion we shall
introduce. Those Markov kernels have a family of eigenvectors, called root system, whose set I" of eigenvalues
is a subgroup of the unit circle S'. Similar to Galois extensions in group theory we construct a bijection
between subgroups of I' and sub-o-algebras which provide a factor of the dynamical system.

2 General Theory

This section does not only provide a rather general solution to the problem of level identification in time-
discrete dynamical systems in general but also the conceptual frame in which this work is done. We start
with a precise definition of the state spaces X we consider exclusively in the present work.

Definition 2.1. We call a measure space X with o-algebra B and measure u to be o-finite if there is a
countable set {U, : U, € B and u(U,) < oo for all n € N} such that U,, C Upy1 and X = {J,,cy Un.

Remark 2.1. In the sequel we assume that the measure space (X, B, u) is complete, i.e., if S C N € B with
u(N) =0, then also S € B.

Instead of a time-discrete dynamics ¢ : X — X, we want to consider those dynamical systems which are
defined on the LP space LP(B, i), that is, on the Banach space of all mesurable functions whose p-th power
is integrable. We substitute ¢ by a linear operator T : LP(B, u) — LP(B, u). Instances where this setting
applies are point transformations ¢ : X — X which induce on LP(B, u) the pullback f — f o ¢ and the
pullback induced by a Markov kernel. We study both examples in this paper. LP-spaces are special instances
of Banach spaces.

Definition 2.2. Let be B; and Bs Banach spaces. By an operator from B; to Bs we shall mean a linear
mapping 7" whose domain D(T') is a subspace of By and whose range R(T") lies in By. We call an operator
bounded if D(T) = B; and the supremum
sup [Tl 2.1)
[Jz]|=1
is bounded. In this case the supremum Eq. (2.1) is called the norm of T" and is denoted by ||T||.
The support of an operator T is the subspace {z € D(T) : = # 0 then Tx # 0}, i.e., T is injective on its
support.

Absolutely not obvious is the derivation of a fruitful lumping concept in the infinite setting. It turns out
that sub-o-algebras of B provide a convenient reduction scheme. The idea behind the use of sub-o-algebras
works as follows. Suppose z € X. The o-algebra B is resolved by the information given by x. This means
we can decide for every element A € B, which is a subset of X, whether € A or not. If the o-algebra B is



fine enough, i.e., contains enough subsets of X such that for two points z,y € X we find two sets A, B € B
fulfilling AN B =0, x € A and y € B (an instance is the Borel g-algebra on R), then one can go along the
opposite way: x € X is uniquely determined if we know how z resolves the o-algebra B. Lumping together
two states, i.e., two different points =,y € X, implies that they cannot be distinguished in the macro-space
X any longer. This lack or, respectively, reduction of information can be achieved by considering only a
sub-c-algebra C of B, whose resolution does not allow to discriminate between these two points x and y, that
is, we have z € C if and only if y € C for all C € C. To link this concept with the dynamical aspects, we
assume for simplicity that the operator T is induced by a point transformation ¢ : X — X. If the reduction,
which is derived from a sub-o-algebra C, results in the one of the whole dynamics ¢ : X — X, it has to be
respected by the map ¢, i.e., if two points cannot be discriminated by C this should also hold true for the
images ¢(z) and ¢(y). This condition turns out to be equivalent to the one that ¢ is C-measurable, that is,
for all C' € C the preimage ¢~1(C) is in C as well. For the general case, when the linear operator T’ needs not
be induced by a point transformation, this insight leads to the definition of a factor. A well known concept
in Ergodic theory already thoroughly discussed in Furstenberg’s work [8] and also with a nice exposure in
[18]. This is nothing else than a formalization of the presented intuitive idea of an information reduction
forced by a choice of a sub-o-algebra C, which needs to be respected by the map T

Definition 2.3. Suppose (X, B, u) and (X, B, 1) are o-finite measure spaces. Let be p € [1,00]. Let be T'
and T operators with domain and range in LP(B, ) and LP(B, j1), respectively. We call T" a factor of T'if
there exists a bounded linear operator II : LP(B, u) — LP(B, i) such that the following diagram commutes:

o

LP(B,

W —"T B (2.2)

%

) ———LP(B, i

t)

Finding new, closed levels in the sense of Fig. (1) is then equivalent to the problem how one can find
proper factors of the dynamical system T : LP(B, u) — LP(B, ). Theorem 2.2 provides a guideline by linking
this problem to an invariance condition the sub-o-algebra C has to fulfill with respect to a certain projection
operator on LP (B, p).

Let C C B a sub-c-algebra of B and f € L'(B, ). Since the measure space (X, B, ) is o-finite, there is a
ungiue C-measurable and integrable function F', the Radon-Nikodym derivative of f, such that

/fdu:/qu for all H € C.
H H
We define

Pef=F  forall fe L' (B,p).

The operator Pe : L*(B, 1) — L*(B, i1) is a bounded projection onto the subspace L'(C,u) C L*(B, j1) of all
C-measurable and integrable functions.

Let be p € [1,00] and S = {lly : U € B, u(U) < oo}. The set S is dense in LP(B, u) because (X, B, u) is
o-finite and S C LY (B, u) N LP(B, ). For all 1 € S we have from [] that ||Pely|], < ||1y||, where || ||,
denotes the LP-norm. Hence, Pr extends to a bounded operator

PP LP(B, ) — LP(B, 1) . (2.3)

Proposition 2.1. Suppose 1 < p < oo. The operator PY is a projection onto the subspace LP(C, ) of
C-measurable LP-functions. Furthermore, for all U € B with p(U) < oo we have

PE(ly) = Pe(ly)

where Pe(1ly) denotes the Radon-Nikodym derivative of the characteristic function 1y .



Proof. The equality PY(1y) = Pe(1y), for all U € B with p(U) < oo, follows from the definition of the
operator PS. Let be f € LP(C, u). Since (X,C,p) isa o O

Theorem 2.2. Let T : D(T') — LP(B, 1) an operator and C C B a sub-c-algebra of B. Then, there is a factor
T :D(T) — LP(B, i) and a bounded, surjective operator I : LP (B, u) — LP(B, i), with support LP(C, u), if
and only if

PYT = PYTPY.

Proof. If: On the space X we define the equivalence relation
x~y & forallCelC(zxeCiff yel).

We call the equivalence class [z], the C-atom of . We define X=X / ~ as the space of all equivalence
classes, with the canonical projection 7 : X — X; x — [z],. The setting
EZ{BCX: Wﬁl(B)EC}
yields a o-algebra on X and the push forward of 4 under 7 defines a measure on X, ie.,
i(B) = u(x~1(B))) forall Be B (2.4)
The definition . . R
U:LP(B,jp) = LP(B,p); f =~ fom

provides an isometry w.r.t. the LP-norm in both spaces. The function U( f) = f o7 is C-measurable for all
fe LP(B, i) due to the definition of B. Conversely, let g € L?(B, 1) be a C-measurable function and z,y € X
such that g(z) # g(y). There are open neighborhoods U, and U, of g(z) and g¢(y), respectively, such that
U.NU, =0. g7 (U,) and g~!(U,) are C-measurable subsets of X such that g~ (U,) N g~ (U,) = 0, with
z€g ' (U,) and y € g~'(Uy), and [z]. # [y], is proven. Hence the function §: X — C; [z], + g(z) is well
defined. Let be U C C open. Then

N gTHU) = (gom) T (U) =g (U) €C

and B—measureability of § is proven. LP-integrability of § with respect to i follows from the one of g with
respect to pu. Thus, we verified

U(LP(B, i) = LP(C, ).
For all f € LP(C, u) let f denote the unique element in LP( 3, 1) such that f = f om. The definition

_ [ if fePE(LP(B,p))
= { 0 if fe (1C— Pf)(fp(Bvﬂ)) 7

provides a norm-decreasing, surjective, linear operator on LP(B, u) with support LP(C, ).
Let be x € D(T) = II(D(T')). Then there is a y € D(T') such that x = IIy. We define

T:D(T) — LP(B, ji); & — Ty .

The definition does not depend on the choice of y. Let also = Ilz, then 0 = II(z —y) and thus Pf(z—y) =0
because the support of IT is equal the range of PY. This yields

HT(z —y) =NPT(z —y) =OPYTPY(z —y) =0.
Furthermore, for all z € D(T) we have

HTz =1P)Tz =1PYTPLz =1ITP)z = THsz =TTz.



Only If: From the commutativity relation follows
NPYT =TT =TI = TTIP; = ITPY
and therefore II(T P} — PYT) = 0. Since the domain of I concurs with LP(C, 1) this yields
0 = PY(TP? — PET) = PYTP? — PET.
O

The condition PYT = PYTPE does not tell us that the subspace of C-measurable functions in L”(B, )
is invariant under the operator T'. Invariance would require the condition TP} = PETP} which cannot be
followed from the first equality in general. But the relation P;T = PYTP? in the space LP(B, ) forces that
TP = PYT P! holds true in the dual space.

The dual space LP(B, 1)’ consists of all bounded linear functionals on LP(B,u). Let be p € [1,00) and
q € (1,00] such that 1/p+1/q = 1 where we set ¢ = oo if p = 1. Additionally, we suppose f € LP(B, u) and
g € LY(B, ). From Holder’s inequality follows fg € L'(B, 1) and

[ 173l die < 151l

This inequality proves that the linear functional

&zmwww+afw/&wmmwu> (2.6)

is bounded with norm ||Fy|| < ||g||; and an element of the dual space LP(B, i)', i.e., the space of all bounded
linear functionals on LP(B, u). Since u is a o-finite measure, the Radon-Nikodym theorem yields that any
bounded functional has this form, and the operator

F:LY(B,u) = LP(B,u); g — F,

is an isometric isomorphism. For 1 < p < oo this isometric isomorphism even proves reflexivity L? (B, pu)" =
L? (B, ).

Let be T : LP(B, ) — LP(B, ) a bounded operator. Then, for all y € L?(B, )" the composition x o T is
again a bounded functional. We call

T LP(B,n)" — LP(B, p)'s x = x o T
the dual of T which is a bounded operator as well with norm ||T|| = ||T|

Definition 2.4. Let be p € [1,00) and ¢ € (1, 0] such that 1/p+ 1/¢ = 1 where we set ¢ = oo if p = 1.
Suppose T': LP(B, u) — LP(B, i) is an operator. The composition

T*=F'oT oF
yields a bounded operator on L4(B, i) which we call the adjoint of T.
Corollary 2.3. Let T, S and ST bounded operators. Then, the following equalities hold:
1. If 1 < p < oo we have (T*)* =T
2. (TS)* =S5*T*

Proof. Follows immediately from the definition of the adjoint operator and reflexivity of LP-spaces for p €
(1,00). O



Theorem 2.4. Let be p € [1,00) and q € (1,00] such that 1/p + 1/q = 1 where we set ¢ = oo if p = 1.
Suppose T : LP (B, ) — LP (B, ) is a bounded operator, and C C B a sub-c-algebra of B. Then

PYT = PITPY iff T*P{ =PIT*PZ,
i.e., the subspace of C-measurable functions in L7 is invariant under T*.

Proof. Due to corollary 2.3 we need to prove Py* = P¢ only. Since both projections are linear, we need to
prove identity only on the positive cone of the Banach space LP(B, i). Hence, throughout the proof we can
assume that all functions are non-negative. We start with the observation that for all f € L(B, u), such
that P* f = f, the following equivalences hold true:

P =f
& g oF(f)=F(f)
& (Pé” OF(f)) (9)=F(f)(g) forall g€ LP(B,u) (2.7)
& F(f)(Pgg) =F(f)(g) for all g € LP(B, )
& [fPlgdp= [ fgdp for all g € LP(B, )
< [f(1-Plgdu=0 for all g € LP(B, ).

We first prove the inequality PY* < PZ, that is, the image of P%" is contained in the one of PZ. We start
with 1 < p: Assume that f > 0. Since f € L9(B, ) we have g = f9/P € LP(B, uu). Since projections maps
non-negative to non-negative functions we have

0<(1-Pg<yg.

Let us assume that (1—Pf)g > 0. There is a measurable set U € B such that p(U) > 0 and (1—P%)g(z) >0
for almost all x € U. Then also g|y > 0 a.s. and for this reason also f|y > 0 a.s. This implies

/f(lfpé’)gduz/Uf(lfPé’)gdu>0

— a contradiction. Hence, we obtain (1 — P¥)g = 0, i.e., PYg = g which proves C-measurability of g, which
is equivalent with the one of f, and P{(f) = f is proven.

1 = p: We have f € L°°(B, ) with f > 0. Since f is C-measurable if and only if f + 1 € L>(B, pu) is C-
measurable, we can even assume f > 0 a.s. Choose a set W € B such that u(W) < oo, and define g = fly .
Since f is bounded, we obtain g € L'(B, ). An analogous argument as in the case 1 < p < oo leads to
(1 - P2)g > 0 — a contradiction as well. Hence, for all W € B with u(W) < oo we have PZ(flw) = flw,
i.e., flyy is C-measurable.

Since the measure space (X, B, 1) is assumed to be o-finite, there is a countable sequence (Uy,)nen of sets
in B such that pu(U,) < oo and U,_1 C U, for all n € N with |JU,, = X. Suppose V C RT is a Borel set.
Since f > 0 a.s. and fly, is C-measurable, we have (fly, )~1(V) = f~1(V)N U, € C. From this follows
C-measurability of f because

vy = U Y V)NU, €C forall Borel sets V C RT.
neN

P# < PI*: Conversely, we assume that f € L(B, p) is C-measurable, i.e., P(f) = f. We want to prove that
PL*(f) = f. The equivalences Eq. (2.7) imply that PY*(f) = f iff Fy o PY = Fy where F; denotes the linear
functional on LP(B, i) defined by Eq. (2.6). FyoP¥ and Fy are bounded linear maps. Therefore, FyoPf = Fy
needs to be checked only for a subset of LP(B, ) whose linear span is dense in LP(B, ). Since the measure
space (X, B, 1) is assumed to be o-finite, the linear span of the set {1y : U € B, u(U) < oo} is dense in
LP(B,u). Let be U € B such that u(U) < co. The characteristic function 1y is an L'-function, hence its



projection P51y onto the space of C-measurable functions concurs with its Radon-Nikodym derivative and
we obtain for every C measurable L'-function f the identity

[ rrevvdn= [ i d. (2.8)

But the measure space is o-finite and the C-measurable L!-functions are dense in L9(C, i) which provides
even

[ rrenvdn= [ i d. (2.9)
for all f € LI(C, p). O

3 Finite state spaces

Markov chains provide a prominent example of a time discrete linear dynamics on finite dimensional vector
spaces. Let (B, u) be a probability space, and consider a time discrete stochastic process (Yi,)men such
that Yy, : X — {y1,...,9yn}. This induces a series of distribution vectors p,, € R™ on {yi,...,yn} via
D = (p1 =pYm=v1),...,p" = u(Y, = yn)) We call the stochastic process Markovian if

1 (Ym+1 = Yirsr | Ym = Yips -, Yo = yio) =pu (Ym+1 = Yipir|[Ym = yim) for all m e N
holds. Furthermore, if we assume stationarity, i.e.,
(Y1 =9 Ym=y)=pu (Y1 =9'|Yo=vy) forall meN.
Then, one can define a transition kernel which is given by the n x n matrix
T=(Tj;) with T;,=pY1=y|Yo=y;) foralli,j=1,....n
where p(y;|y;) denotes the transition probability between state y; and y; after one time step such that
Pm+1 = pmT  for allm e N, (3.1)

with left-multiplication of the row vector p,, with the matrix 7'

For these dynamical systems it is natural to ask whether one can aggregate the process in order to obtain
a further Markovian process. Often, one considers deterministic aggregations where states of the same
equivalence class of the state space are lumped together, see [13]. It rises the question how to find valid
lumpings where the corresponding aggregated process is again Markovian. Many papers address this problem
like, for example, [5], [2], [4], etc. The work of M. N. Jacobi and O. Gérnerup in [14] provides the most
general solution to this problem. They use level sets of vectors which are invariant under the transition
matrix T, for instance eigenvectors. An example demonstrates the mechanism.

Example 3.1. Consider a stationary Markov process Y, : (B, ) = {y1,...,9a}, with m € N and transition
kernel
1/2 1/2 0 0
0 0 0 1
1/2 1/2 0 0
0 0 1/2 1/2

T =

Diagonalization of the matrix T yields a diagonal matrix D = diag (0,1, —i/2,4/2) with right-eigenvectors

-1 1 —-1—-37 —1+4:1

1 1 24 —24

0 1 —-1-% —1+4 (3.2)
0 1 1 1



If one has a look at the the matrix Eq. (3.2), one recognizes that the first and the third entry of all
eigenvectors, excluding the first one, agree. If one lumps together the first and the third state, there are
as many states left as eigenvectors exist whose first and third entry agree. In [14] the authors prove that
under these circumstances the aggregated process is Markovian again. Indeed, the lumping described by the
aggregation matrix

O = O
OO = O
_ o O O

leads to a Markovian process whose transition kernel is given by

) 1/2 1/2 0
T=[0o o 1 ,
1/2 0 1/2

and one checks easily that a7 = TTI, that is, for every distribution vector p € R™ we obtain
plIT = pTTI.

The example illustrates one crucial point. If one wants to find possible aggregations of a stationary
Markov process which can be described by a left multiplication of a distribution vector p € R” with a
matrix T, see Eq. (3.1), one needs to investigate the level sets of column vectors which are invariant under
right-multiplication with the matrix 7. Since left-multiplication of row vectors with 7 is the same as right-
multiplication of column vectors with 7%, the conjugate transposed of T', the close link of the eigenvector
method worked out in detail in [14] with our theorems 2.2 and 2.4 is striking. In the sequel we derive the
results in [14] from our general framework developed in the previous section.

Let be n € N and consider the linear space C", with a linear map 7' : C" — C™ given as n X n matrix
and right multiplication, i. e. v — Tv for all v € C". We define X = {1,...,n} and B as the o-algebra of
all subsets of X, with measure u(i) =1 for all4 =1,...,n. Let be p € [1,00). Then,

P C" = LP(Byp); v= (v}, 0" fi={i— 0} (3.3)

is an isometric isomorphism with respect to the norm

1/p
[[v]|p = <Z|Ui|p> for all v e C™.
i=1

Then S = ¢? o T o (¢?)~! yields a bounded operator on LP(B, 1) whose adjoint is given by ¢? o T* o (¢?)~!
where T* denotes the conjugate transposed of the matrix 7T'.
Suppose v1,...,v, € C™ are linearly independent such that

T v, € V={(v1,...,v5) forall i=1,...,k

where (-) denotes the linear span of the vectors vy,...,v;. We call such vectors invariant under T*. Let
denote with &,, the permutation group on n elements. We define a group action of &,, on C"

p:6, = GLu(C);  p(T)(ei) = ez

for all i =1,...,n where GL,(C) denotes the group of invertible n x n matrices and e, ..., e, the standard
base vectors of C". Let denote with GG; the stabilizer group of v;, i.e.,

Gi={r €&, : p(r)(v;) = vi} ,



and the group G =(._, G;. Then, 7 € G iff p(7) acts as the identity on V. On the set of indices {1,...,n}
we define the equivalence relation

r~t:dreG 7(r)=t.
We have t € [r] if and only if v} = v} for all i = 1,..., k. We call the set of equivalence classes X/ ~= {[r] :
r =1,...,n} the level sets of the family vy,...,vx. X/ ~ is a partition of the set X and we denote with
C the sub-c-algebra of B generated by X/ ~. A function f € L9(B,u) is C-measurable if and only if it is
constant on the level sets.

Lemma 3.1. Let be Q : C* — C" the projection onto the subspace V. = (v1,...,vr). Then, the inequality
Q < (¢7)~ o Pl o ¢ holds.
Proof. Let v € C™ with Qv = v. There are A\; € C such that

k
v = E )\ivi
i=1

Let r € {1,...,n} and t € [r] then v/ = v! for all i = 1,...,k which provides also v" = v'. Therefore the
function ¢?(v) is constant on the level sets. This proves C-measurability of ¢?(v). This yields

(")~ o Peod(v) = (") (¢7(v)) = v
O

Corollary 3.2. The number k of linearly independent invariant vectors of T* is in general smaller than the
number of level sets they generate.

Proof. k = rank @, the rank of the projection @, and the number of level sets is equal the rank of P.
Application of lemma 3.1 proves the corollary. O

Let be the number £ of linearly independent vectors which are invariant under 7% equal the number of

level sets they generate. Then Q = (¢9)~! o P o ¢% From T*Q = QT*Q follows also S*P} = PIS*PZ,
i.e., not only the k linearly independent vectors vy,...,v; are invariant under 7™ but also the space of all
C-measurable functions is invariant under S*.
From theorem 2.4 and 2.2 follows the existence of a factor S. Having a look at the proof of theorem 2.2, we
are even able to work out the precise form of its corresponding aggregation II : LP(X, u) — LP (B, i). The
proof provides X = X/ ~, i is given by Eq. (2.4), and B is the set of all subsets of X/ ~. More subtle is
the description of the linear map II. Let us define

AP () = WIH S f(t) forall fe LP(B,p). (3.4)

te(r]

In the proof of 2.2 we saw that f € LP(B, w) if and only if there is a unique C-measurable function f € LP(B, u)
such that f = f o where 7 : X — X/ ~; 1 [r] denotes the canonical projection. From Eq. (3.4) follows
A(f) = f. Hence A maps the space LP(C, 1) injectively onto LP(B, y1). From the dimension formula for linear
maps on finite linear spaces follows A(1 — P¥) = 0 and therefore A = II. The factor S : LP(B, i) — LP(B, 1)

is given by f — I1S(f) where f € LP(C, ;1) denotes the unique C-measurable function such that f = f o .
Let ¢ : {1,...,k} = X/ ~ be a bijection which induces a total order on X/ ~. Define for 1 < p < o0

P . Ck - LP(B,a); v=(v',...,0") T = f:={[r] — v“’fl(m)}.

Similar as before, this induces an isometric isomorphism between L”(l";’, 1) and C* with the slight difference
that the norm on C* has the form

1/p
loll, = (prwn) for all v=(u!,....0") € C*
i=1
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where |()| means the cardinality of the level set (). The composition (7)™ oIl o ¢? : C* — C* leads to
a k x n aggregation matrix IIp with entries

if p(i) = [r], and j € [r]

T =19 1) (3.5)

0 else

From Eq. (3.5) one reads off that the rows of the IIy are invariant under the action of the group G, i.e., we
have 7,7y ;) = my for all i € {1,...,k}, j € {1,...,n} and 7 € G. If we define T' = (6P)"1o SobP, we
attain the commutative diagram

o T _cn (3.6)

ol e

(Ck4T>(Ck

Corollary 3.3. Let T be an n x n transition matriz, describing a linear map T : C* — C". Then, for a
k xn aggregation matriz g of the form Eq. (3.5), with k < n, exists a k X k matriz T, such that the diagram
3.6 commutes if and only if there is a set of k-linearly independent vectors v1, ..., v, tnvariant under T,
whose level sets are invariant under the same permutations as the rows of Ilp.

Proof. We need to prove the “only if” direction. Suppose there is an aggregation matrix of the form Eq. (3.5)
and a k x k matrix T such that II7T = TTIp. Then also T*IT}, = II5T* where A’ denotes the transpose of
the matrix A. But the last equation tells us that the k columns of IT*, which are the rows of II, are linearly
independent and invariant under 7. O

Remark 3.1. Corollary 3.3 was proven by M. N. Jacobi and O. Gérnerup in [14]. We reproduced their result
within our infinite setting which is a proper generalization of their approach working only for time discrete
dynamics on finite spaces.

4 Point Transformations

Let be (X, B, u) a o-finite measure space and ¢ : X — X a measurable and measure preserving transforma-
tion, i.e., for all B € B we have u(¢~'(B)) = u(B). ¢ induces an operator U, : LP(B, n) — LP(B, pn); f —
f o, which is an isometry because ¢ is measure preserving. This yields

If ool =/|f0<p|”du=/|f|pdﬂ — 1.

in the case 1 < p < oco. If p = 00, then || foy||oc < || f||oc Which yields ||U,||sc < 1 and U, is norm-decreasing.
Proposition 4.1. If ¢=(C) C C, then the adjoint Uy LB, p) — LY(B, p), with 1 < q < 0o, has a factor
U:j with respect to the sub-o-algebra C and [/f:j = U;, with @ : XX given by

el - [p@le (a.1)

for all C-atoms [x],. o B
Conversely, if there is a factor of the adjoint Uz, and C is o-finite then 0~ Y(C) C C where C denotes the
completion of C.

Proof. If: Let y € [z],. Since ¢~ !(C) C C, for all C' € C we obtain

pl)eCeorep (C)eycy (C)epy) e,

11



Hence the map ¢, given by Eq. (4.1), is well defined and we obtain the commutative diagram

©

X———X (4.2)
\L @ lA
X X
with the canonical projection 7 : X — X;z — [z],. This induces a commutative diagram
Lq(Ba/-l/) 4¢>Lq(3aﬂ) . (43)
nl |n
A Uz A
L9(B, ji) —— = LU(B, )

for 1 < g < oo. From theorem 2.2 surjectivity of II follows and this forces the factor to be unique. Thus we
obtain UZ = Ug.

Only if: P} is a projection onto the space of C-measurable functions of L”(B, ;). Theorems 2.4 and 2.2
provide

Up(f) € LP(C,pn) for all f € LP(C, p)
SfopeLP(Cou) forall feLP(C,u) (4.4)

for p € [1,00). Since C is assumed to be o-finite, there is an increasing sequence {U, }nen of C-measurable
sets with finite measure whose union is a.s. X. Consider a set C' € C. Define C,, = CNU,, € C and

f=Y 2"l¢, € LP(C.p).

neN

From the monotone convergence theorem follows f~'(R*) = C a.s. Hence, o~ '(C) = (f o )" (R") a.s.,
and from Eq. (4.4) we obtain ¢~ '(C) € C. This yields ¢~ !(C) C C. Since ¢ is measure preserving, we have
(e t(N)) = u(N) = 0 for all sets N of measure zero and ¢~ !(C) C C is proven. O

Example 4.1. In the sequel let be X a space with o-algebra B and a measurable map ¢ : X — X.

(1) Consider an additional space Y with o-algebra D and measurable maps S : X — X, ¢ : Y = Y, and
their product S x ¢ : X XY — X xY. Then B and D can be considered as sub-c-algebras B’ and D’ of
B® D in terms of A+— A xY and B — X x B. We have

(Sx) ' (BYcB, (Sxe) YD)cD.

(2) Let be z,y € X with  # y and assume that there are elements By, B, € B with © € By and y € Bs
fulfilling By N By = (). Suppose A4 is a p-invariant measurable set, that is ¢ ~*(A4) = A. Then the complement
of A is also p-invariant because ¢ =1 (X \ A) = o~ 1(X) \ ¢~ 1(A) = X \ A. We consider the o-algebra

Ba == {ANB : BeByU{X\ A}

This implies

_ {z} , ifzeA
[o]s, = { X\ A, ifzeX\A

That is, the set X of Bs-atoms can be identified with A and an additional point. The dynamics is then
given by

¢: X=X, [x]BAH{ {)((p(\xz)ﬁl}: gigé\fl

12



(8)Consider a linear subspace V of the space L°(X, B) of measurable C-valued functions on X. We define
the corresponding o-algebra o (V) as the one which is generated by all sets

f~HU) for all U C C Borel measurable, f € V.
Let U, be the operator on L°(X, B) given by f + f o ¢ and assume U, (V) C V. Then
p I (V) Ca(V)

which can be seen as follows. The inverse image of a map commutes with the set operations. Hence the
o-algebra ¢~ 1(o(V)) is generated by the sets

o L(fHU)) = (fop) Y (U) forall U C C Borel measurable, f € V.

Since f o ¢ = Uy(f) = g for some g € V, we have (f o )" (U) = g7 (U) € o(V), and the inclusion is
proven.
(4) Further examples can be constructed by the following procedure. Let be C' € B. Then

c:=\/ ¢ (0,
n=0

with ¥ = idx, denotes the o-algebra generated by the sets ¢~"(C). It is the smallest sub-c-algebra of B
that satisfies C € C and ¢~1(C) C C.

Suppose there is a family {f,},er of eigenfunctions of the operator U, : LP(B,u) — LP(B,u), ie.,
fo€ LP(B, ), f, # 0, and U, f, = A\, f, for an X\, € C. We denote with o(f, : ¢ € I) the o-algebra generated
by the eigenfunctions {f,},er, that is, generated by the sets

f;;l(U) for all U c C Borel measurable . (4.5)

Lemma 4.2. Suppose there is a family {f.}.cr of eigenfunctions of the operator U,. Then, the o-algebra
o(f,: v € 1) is invariant under ¢, i.e.,

o Ho(f.:rvel))Colf,: tel).

Proof. Since the inverse of a map commutes with the set operations, the o-algebra ¢~ !(o(f, : + € I)) is
generated by the sets

e TN = (foow)THU) = (W) THU) = £7H (MK, (U))

where U C C denotes a Borel measurable subset and M)y, : C — C; z — A,z the map given by multiplication
with A,. If A\, = 0, we have ¢~ }(f1(U)) € {X,0}, depending whether 0 € U or not. If A\, # 0, then not

L
only M), is measurable but also its inverse M, i A-1- Hence, U is Borel measurable if and only if this

holds for My, (U). O

Corollary 4.3. Suppose there is a family {f.}.cr of eigenfunctions of the operator U,. Then, the o-algebra
o(f.: v € 1) generated by the set Eq. (4.5) defines a factor of of the adjoint operator Uj.

Proof. Follows immediately form lemma 4.2 and proposition 4.1. O

Hence, eigenfunctions {f,},cr of the induced operator U, are a useful tool for finding sub-o-algebras
which are invariant under the map ¢ : X — X, see lemma 4.2, and therefore for finding a factor of the
adjoint Uj. The eigenfunction method is closely related to example 4.1(3). Define the linear subspace

V={(f:1€ I)H.Hp, where WH'HP denotes the closure of the linear subspace of LP(B, 1) spanned by the the
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eigenfunctions {f,} w.r.t. the LP-norm. Let be o(V) the o-algebra of example 4.1(3). For every function
f € V there is a sequence of (f)nen of functions in (f, : ¢ € I) which converges to f w.r.t. the LP-norm.
But every f, is a finite linear combination of eigenfunctions {f,},c; and therefore o(f, : ¢ € I')-measurable.
From the dominated convergence theorem follows also the o(f, : ¢ € I)-measurability of f. This proves
o(V)=o0o(f,: v € I), and the eigenfunction method is therefore a useful tool to find invariant subspaces of
the operator U, whose corresponding o-algebra o (V') induces a factor.

From lemma 4.2 we know that every family of eigenfunctions {f,},cs gives us a o-algebra which is invariant
under . But in general there are sub-g-algebras which cannot obtained in this way.

Example 4.2. Let k > 2 be a fixed integer, p = (po,p1,...,Pk—1) be a probability vector with non-zero
entries (i.e., p; > 0 for each 7). (Y,2Y,u) denote the measure space where Y = {0,1,...,k — 1} and the
point ¢ has measure p;. Let X = Hiooo X be the infinite product, and B the o-algebra which is generated
by all cylinder sets

(@my..yan) ={x€X:x;=a;fori=m,...,n},

for m <n, m,n € Z, and a; € Y, where x; denotes the i’th component of . We put

:Uf(a07 ceey an) = PaoPa;Pas * ** Pa,

which defines a probability measure on X. Then one can check that ¢ : X — X by ¢({z,}) = {z],} where
x), = xp41 defines a measure preserving map. We call ¢ the two-sided (po, p1, . - ., pr—1)-Markov shift.

Let for our purposes be k = 3 and py = p1 = pa = 1/3. We define a partition 2 = {A;, As} of X setting
Ay ={x: zog € {1,2}} and Az = {z : 2o = 3}. We define

\ e (4.6)

n—=—oo

as the sub-c-algebra of B which is generated by {{¢"24} : n € Z}, i.e., it is the intersection of all those
sub-o-algebras of B that contain all 2. We want to compute the entropy

1
h(p,A) = lim —H (AV o AV -V "9

n—oo N

A typical element of AV @ 1AV -V o "1 is

Aioﬁ@_lAil n---N (p_n+1Ain71
={xeX:ax0€A,,x1€A;,,....,xn1€A;, _,}

which has measure 1/3™ - 2/3% where s; denotes the number of 1’s in the binary sequence i = (ig, ..., in—1)
and r; =n — s;. Thus,

H(AV oAV -V ) =
== ) 1/3%-2/3%log(1/3" - 2/3%)
i€{0,1}n
= —n(1/3log(1/3) + 2/310g(2/3)) .

Therefore, h(p,2A) = 1/3log(3) + 2/31og(3/2) < log(3) = h(y), where h(yp) denotes the Kolmogorov-Sinai
entropy of . From the Kolmogorov-Sinai theorem, see theorem 4.17, p.95 in [18], we obtain that Eq. (4.6)
defines a proper @-invariant sub-o-algebra of B.

Due to theorem 1.30, p. 51 in [18], the system ¢ : X — X is strongly mixing. From this and theorem 1.26,
p. 48 in [18], we obtain that the only eigenfunctions of U, in L?(B, ) are the constant functions. Hence,
the ¢-invariant sub-c-algebra Eq. (4.6) cannot be generated by any set of eigenfunctions.

14



The example 4.1(3) is a generalization of one direction of proposition 3.3: If there are k linearly indepen-
dent vectors which are invariant under ¢* and induce k-level sets, then a lumping Eq. (3.5) can be performed.
We can prove an even stronger result by getting rid of the restriction finding as many linearly independent
invariant vectors as level sets they induce.

Corollary 4.4. Let T : C* — C" be a linear map such that Te; = e,j, for j = 1,...,n, where e; € C
denotes the standard base of C™ and v : {1,...,n} — {1,...,n} a (not necessarily bijective) map.

Suppose vy, ..., vy are vectors invariant under T*. Then there is a k X n aggregation matriz It of the form
Eq. (3.5), with k < n, and a k X k matriz T, such that the diagram 3.6 commutes, and the rows of II are
invariant under the same permutations as the level sets of the vectors v, ..., Um.

Proof. Let S = @P o T* o (pP)~! where P : C* — LP(B, i) is given by Eq. (3.3), with X = {1,...,n} and
the measure p(j) =1 for j = 1,...,n. We define the function ¢; : X — {0,1}, k > d;, with the Kronecker
delta d;. The set {d; : j =1,...,n} is a base of LP(B, i), and we have

S5 =P 0T o (p")71(8)) = ¢"(T"ej) = Y Sm=0j0v

mev=1(j)

which proves that S is induced by the transformation v : X — X. Application of proposition 3.3, proposition
4.1 and example 4.1(3) gives us the result. O

Suppose ¢ : X — X is not only measure preserving but has also a measurable inverse ¢ ~!. For all B € B
we have u(p(B)) = u(e~(¢(B)) = p(B) which proves that ¢! is also measure preserving. For invertible
maps ¢ the adjoint of U, is induced by a point transformation again — namely o L.

For all f € LP(B, u1), with 1 < p < oo, we have U} (f) = r-1 oU,, 0 Fy, where U, denotes the dual of U, and
F:L?(B,u) — LYB, ) is the map Eq. (2.6), with 1 < ¢ < oo, such that 1/p+1/¢ = 1. For all g € LY(B, i)

we have
U, 0 Fr(g) = Fr(Uy(9)) :/fgwdu:/fosflgdu:Ffw,l(g)

which proves Uj(f) = fo@™' = U,-1(f) for all f € LP(B, u), hence
U% = Uper, (4.7)

an equation which provides an extension of the definition of an adjoint operator to the case p = 1.

The identification of U with Us-1 requires that ¢ is invertible which does not hold true in general. Clearly,
¢ is surjective but it may fail to be injective, a phenomenon which can not occur if the set X is finite, see
[16].

Example 4.3. Suppose ¢ : X — X is a two-sided Markov shift, defined in example 4.2, with k£ = 2 and the
probability vector pg = p1 = 1/2. We define a partition A = {41, A2} of X setting A; = {z: x9g = 0} and
Ay ={x: zg = 1}. We define

c=\ ¢ A
n=0

as the sub-o-algebra of B which is generated by all sets ¢~"(A) with n > 0 and ¢" = idx. Let be 2!, 2% € X
such that 1, = 0 for all n € Z, and 22 = 0 for all n < —1 and 22 = 1 for all n > 0. By definition of C
we have [ml]c #* [a:z]c because 2t € A; and 2% € Ay. But ¢(z!), = ¢(2?), for all n < 0 and therefore
[@(ml)]c = [(p(xQ)}C. Hence, ¢ is not injective.

If ¢ is not injective, for a invertible, measurable and measure preserving map ¢ with invariant sub-o-
algebra C, we have ¢~ 1(C) # C. Otherwise p~! keeps the sub-c-algebra C also invariant, and the map
[z], — [gp‘l(m)}c is well defined and injectivity of ¢ follows. For finite measure spaces, i.e. pu(X) < oo,
vanishing Kolmogorov-Sinai entropy h(y) = 0, is a sufficient condition for ¢~*(C) = C where C denotes the
completion of C, see corollary 4.14.4 in [18].
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Corollary 4.5. Suppose (X,B, 1) is a finite measure space, ¢ measurable, _measure preserving, invertible
with inverse p~1, and h(p) = 0. Let denote with C a sub-o-algebra and with C its completion.

If o=4C) C C, then ¢~ (C) = C, and Uy-1 : LY(B, ) — L9(B, p), with q € [1,00], has a factor U —1 with
respect to the sub-o-algebra C and (f,: =Ug-1, with ¢ : X=X given by

[z]z = [p(2)]z (4.8)

for all C-atoms [z]. B o
Conversely, if there is a factor of the adjoint U, and C is o-finite then e () ccC.

Proof. Follows immediately from the fact that o ~1(C) C C implies also ¢~ *(C) C C. O

5 Markov Kernel

In this section X is a locally compact Hausdorff space, endowed with the Borel o-algebra B, and a positive
Radon measure p on X with full support and p(X) = 1. We consider a Markov kernel x : X x B — [0, 1],
ie.,

1.k(-,B) B — measurable for all B € B

2.k(z,-) probability measure on B dominated by p

where dominance means that p(N) = 0 implies x(xz, N) = 0. We define the pullback U, : L>®(B,u) —

L>(B, i) via
0= [ 1wtz

U, is a linear map with ||Ux||ec = 1 and U, (1) = 1 where 1 € L° (B, ) denotes the constant function x + 1.
The mapping

froe)= [ fau (1)
defines a state on L% (B, u), i.e., a bounded linear functional with £(1) = 1. Since p has full support, it
follows that £(f) > 0 for all f > 0, i.e., £ is also faithful.

Definition 5.1. We call the Markov kernel x measure preserving if £ o U, = £ for the state £ defined by
Eq. (5.1).

From theorem 2, p.59 in [7] we obtain the inequality U, fU.f < U.(ff) for all f € L>(B, u) where f
denotes the complex conjugate of f. If we assume further that x is measure preserving, we get

10N = € (UafUsf) = € (UufUS) < €(Un(FF)) = E(F1) = 11113

Thus, U, is norm-decreasing with respect to the L?-norm. Thus, U, defines a contracting linear map on the
dense subspace L> (B, i) of L?(B, 1) and can be extended uniquely on the entire space L?(B, 1). We denote
the extension of U, again with U, and with U} the adjoint operator of U, on L?(B, ). Additionally, from
Hélder’s inequality it follows that every square integrable function f € L?(B, ) is also integrable with

fl = \/fdu] < [1f1du < 15l

Thus, £ can be restricted to a bounded linear functional on L?(B, 1). The definition 2.3 of the adjoint yields

EoUL(f) = E(ULS) = /1U:fdu — FUIH()
— (Ut F)U) (1) = ULED)W) = Fy(Ua1) = Fy(1) = [ f@)dn = €(5)

for all f € L?(B,u) and & o UF = £ is proven, i.e., £ is also invariant under U}. Theorem 2.2 and theorem
2.4 yield
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Corollary 5.1. If U, (L*(C,p)) C L*(C, ), then the adjoint U} : L*(B, p) — L*(B, 1) has a factor (/]\,’: with
respect to the sub-o-algebra C.

In the sequel we want to find sub-c-algebras C of B which are invariant under the linear map U induced by

the Markov kernel k. For point transformations ¢ : X — X we proved in corollary 4.3 of the previous section
that sub-o-algebras which are induced by eigenfunctions of the corresponding operator U, are invariant under
U,. An analogous result does not hold true for eigenfunctions of the operator U,. Example 3.1 provides an
even finite dimensional counterexample. The vector (—1,1,0,0)7 is an eigenvector of the Markov kernel T'
with eigenvalue 0. The o-algebra induced by this eigenvector corresponds to its level sets and would suggest a
possible aggregation of the third and the fourth state. But missing two further eigenvectors having the same
level set structure, it follows from corollary 3.3 that such an aggregation is not possible at all, and therefore,
the o-algebra on the 4-state-space induced by (—1,1,0,0)7 is not invariant under the Markov kernel T'.
The crucial point in the derivation of corollary 4.3 was the fact that the preimages of point transformation
¢ maps sets onto sets. This is equivalent to say that the induced operator U, maps characteristic functions
onto characteristic ones. Even more, the induced operator U, : L>(B,u) — L*(B, 1) is not only linear
but also a *-homomorphism of the von Neumann Algebra L (B, ) (see [7] for further explanations), which
turns out to be a sufficient conditions for an operator to map characteristic functions onto characteristic
ones.
Following this line of thought we want to reduce the problem how to find sub-o-algebras C of B which are
invariant under the operator Uy to the problem to find invariant subspaces V of L*°(B, u) such that the
restriction of the operator U, on V is a *-homomorphism. The work of S. Albeverio and R. Hgegh-Krohn
[1] addresses this problem for a particular class of Markov kernels.

Definition 5.2. We call a Markov kernel k ergodic if the state £ induced by the probability measure p is
the only invariant state of the adjoint U,:.

Remark 5.1. Let & be ergodic, and k(f) = f for an f € L>°(B, ). This yields

§(fULg) = &(Ux(f)g) = £(f9)

for all g € L?(B, 1) which proves that the state £(f-) is also invariant under U. Ergodicity forces f to be
proportional to the identity. Hence, definition 5.2 is analogues to the one for Markov kernels in the finite
dimensional setting when « is described by a stochastic matrix. In the finite case ergodicity is equivalent to
the fact that there is only a single eigenfunction with eigenvalue 1. See theorem 1.19 in [18].

The following proof is based on the work of S. Albeverio and R. Hgegh-Krohn [1]. Let u, € L (B, u) be

a normalized root vector of Uy, i.e., Ugty = Quy, o € S, where S denotes the unit circle, and ||ug|| = 1.
We have Uy, = Ugu, = @i,. We define a bounded functional on L™ (B, u) via f — &(u. fTs) and denote
it with 7. We have 7(1) = £(ualia) = ||ua||?> = 1, thus 7 is also a state on L>(B, u1). Furthermore, we have

> {(Us(ua)Uk(Ua) f) = {(uafia) = 7(f),

but (U f) < 7(f) follows from the fact that ||{UZ|| = ||Us|| < 1. Hence 7o U} = 7 and we have § = 7.
From this and the fact that ¢ is faithful one obtains u,t, = 1 a.e. We define the positive semi definite form

We have (g, Ug) = 0. From Schwarz inequality we derive

(e, f) =0
for all f € L°°(B, 1) which yields in combination with the faithfulness of the state £ that for all f € L>(B, u)

Us(uaf) —auUgsf =0. (5.2)
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Let us denote with I'(k) C S! the set of all unitary roots of Uy, i.e., a € T'(k) iff there is a u, € L(B, i)
different from zero such that U, u, = cqu,. We have already seen that for every o € T'(k) also @ € T'(k). Let
B € I'(k) and ug € L*>(B, u) an eigenfunction. From Eq. (5.2) we obtain

Uk (uqug) = auaUsug = afugug = UsuaUsuyp (5.3)
which proves that also a3 € I'(k). Hence, I'(x) is a subgroup of S!.
Definition 5.3. Let be G C I'(k). The G-root-o-algebra o(G) is generated by all sets

uy '(U) for all U C C Borel measurable, a € G
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Theorem 5.2. Let k be ergodic and G C I'(k). The adjoint of the Markov kernel U : L*(B, u) — L*(B, )
has a factor with respect to the sub-c-algebra o(G) C B.

Proof. From the spectral theorem in operator theory, see [7], one obtains that L (c(G), 1) is a von Neu-
mann algebra generated by the root vectors u, with o € G. From Eq. (5.3) follows that the restriction
of U, on L*®(0(G),pn) is a x-automorphism. In particular, we have U, (L*(c(G),n)) = L*(c(G), p).
Since L (0 (G), ) is dense in L?(o(G), ) and U, continuous with respect to the L?-norm, we obtain
Uy (L*(0(G), 1)) C L?(o(G), p). The assumption follows from the theorems 2.2 and 2.4. O

6 Conclusions

We developed a systematic method to identify closed sub-dynamics of a given time-discrete dynamical sys-
tem. These sub-systems lead to possible aggregations in the sense of Fig. (1) providing a reduced and
self-contained description of the initial dynamical system. We worked out in detail that our approach is a
proper generalization of aggregation methods well known for time-discrete dynamical systems on finite state
spaces to the case of infinite state spaces. Furthermore, on two examples, point transformations and Markov
processes, we demonstrated that the general framework does not only provide conceptual insights but also
concrete solutions to the problem how to find possible aggregations for those time-discrete dynamical sys-
tems. Finally, the concept of an adjoint operator for Banach spaces developed in this paper is new and from
a pure mathematical point of view interesting in its own right.

Ongoing research will be devoted to get rid of two restrictions: first, we want to deal with unbounded opera-
tors T" whose adjoint are not defined in general; second, we want to consider even time-continuous dynamical
systems. The first problem is of main importance to find possible aggregations of differential operators on
manifolds, like the Liouville operator [15]. Those operators can be described as unbounded operators on
a Hilbert space. The second problem should allow for a solution within our frame due to the Stone von
Neumann theorem well know in quantum field theory in order to solve the Schrédinger equation. Due to this
theorem every strongly continuous unitary one-parameter group is induced by a single self-adjoint operator.
Hence, the problem studying the time continuous system derived from the one-parameter group is reduced
to an investigation of the self-adjoint generator, where our techniques apply again.
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