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Abstract

The paper treats a reaction-diffusion equation with hysteretic nonlinearity on a one-

dimensional lattice. It arises as a result of the spatial discretization of the corresponding

continuous model with so-called nontransverse initial data and exhibits a propagating

microstructure — which we call rattling — in the hysteretic component of the solution.

We analyze this microstructure and determine the speed of its propagation depending

on the parameters of hysteresis and the nontransversality coefficient in the initial data.
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1 Introduction

In [13,14], Hoppensteadt and Jäger suggested a model for the growth of a colony of bacteria in
a Petri plate. Bacteria fixed to an agar gel in a Petri plate grow according to a hysteresis law.
The growth rate depends on the relative levels of the two diffusing substances: nutrient and
by-product. A distinctive pattern of concentric rings forms after a fixed amount of nutrient is
added to the center of the plate, see Fig. 1.1. Mathematically, the Hoppensteadt–Jäger model
is a system of reaction-diffusion equations coupled with an ordinary differential equation, and
hysteresis enters the reaction terms. Numerical simulations carried out in [13, 14] were in
accordance with the experiment. In a more general context, such systems may describe
various hysteretic interactions between different diffusive and nondiffusive substances, see,
e.g. [17] for an application in the developmental biology.
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Figure 1.1: Bacteria density at end
of experiment.

Figure 1.2: Hysteresis operator of re-
lay type with threshold 0.

Rigorous analysis of such systems appears to be very nontrivial because the hysteresis
may switch at different spatial points at different time moments. Since 1980s, a series of
results have been obtained about the existence of solutions, see [1,2,15,16,18–20]. However,
questions about the uniqueness of solutions and their continuous dependence on initial data
as well as a thorough analysis of pattern formation remained open. For the purposes of
this paper, we consider a simplified model given by the following scalar reaction-diffusion
equation on a one-dimensional domain:

vτ = vxx +H(v), τ > 0, x ∈ (−1, 1), (1.1)

v|τ=0 = ϕ(x), x ∈ (−1, 1), (1.2)

where v = v(x, τ) and H(·) is the hysteresis operator of relay type, see Fig. 1.2. To define
it, we fix h1 > 0 and h2 ≥ 0 and set for any function r ∈ C[0,∞)

H(r)(τ) =

{

h1 if r(s) < 0 for all s ∈ [0, τ ],

−h2 if r(s) ≥ 0 for some s ∈ [0, τ ].
(1.3)

Note that the hysteresis operator is rate-independent, i.e., for any continuous increasing
g : [0,∞) → [0,∞) with g(0) = 0, we have

H(r(g(·)))(τ) = H(r)(g(τ)), τ ≥ 0. (1.4)

For a function v(x, τ) that is continuous with respect to τ for each fixed x, we set
H(v)(x, τ) := H(v(x, ·))(τ) for each fixed x. For a function ϕ(x), we also set H(ϕ)(x) := h1

if ϕ(x) < 0 and H(ϕ)(x) := −h2 if ϕ(x) ≥ 0.
Even in such a simple form, problem (1.1), (1.2) reproduces the main difficulties of the

original model. It turns out that the dynamics of v and H(v) essentially depends on the
so-called (spatial) transversality condition. We say that a function ϕ(x) is transverse with

respect to H(ϕ) provided the following holds: if ϕ(x0) = ϕ′(x0) = 0 for some x0 ∈ [−1, 1],
then H(ϕ)(x0) = −h2 in a neighborhood of x0. We say that v(x, τ) is transverse with

respect to H(v) on a time interval I if v(·, τ) is transverse with respect to H(v)(·, τ) for
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each τ ∈ I. It was proved in [8, 9] that, for any transverse ϕ(x), the solution v(x, τ) of
problem (1.1), (1.2) exists, is transverse, is unique, and continuously depends on ϕ on a time
interval (0, T ). Moreover, the solution can be uniquely extended to its maximal interval
of transverse existence (0, Tmax), where either Tmax = ∞ or Tmax is finite and the solution
becomes nontransverse for t = Tmax. In [10], these results were generalized to systems of
reaction-diffusion equations (including the one suggested by Hoppensteadt and Jäger). The
case of a multi-dimensional domain was addressed in [5], and regularity of solutions was
considered in [3, 4], see also the survey [6].

Although generically the initial data is transverse, it may become nontransverse in a finite
time. In particular, this is the case for the Hoppensteadt–Jäger model, where numerics
indicates that all the concentric rings at Fig. 1.1 get formed via a nontransversality. To
understand problem (1.1), (1.2) in the nontransverse case, we fix some c > 0 and take
ϕ(x) = −cx2 + o(x2) in a neighborhood B(0) of x = 0. By choosing a smaller neighborhood
if needed, we have ϕ(x) < 0 for x ∈ B(0)\{0}. Now for any ε > 0, setting vn(τ ; ε) := v(εn, τ),
we replace the continuous model (1.1), (1.2) in B(0) by the discrete one







dvn
dτ

=
∆vn
ε2

+H(vn), τ > 0, n = −Nε, . . . , Nε,

vn(0) = −c(εn)2 + o(ε2n2), n = −Nε, . . . , Nε,

where ∆vn := vn−1 − 2vn + vn+1 and Nε → ∞ as ε → 0. Since we are interested in small ε
and in the behavior in a small neighborhood B(0), we consider the next approximation by
omitting o(ε2n2) in the initial data and replacing Nε by ∞. This yields







dvn
dτ

=
∆vn
ε2

+H(vn), τ > 0, n ∈ Z,

vn(0) = −c(εn)2, n ∈ Z.
(1.5)

By our definition of the relay H, we have H(v0)(τ) = −h2 for all τ ≥ 0, while, for n 6= 0,
H(vn)(τ) = h1 unless the input vn(τ) achieves the zero threshold; if this happens at a finite
time moment, the relay switches at this moment and since then the relay output H(vn)(τ)
equals −h2.

A nontrivial dynamics occurs in the case h1 > 2c > 0 ≥ −h2. To indicate the difficulty,
note that

dv0
dτ

(0; ε) = −h2 − 2c < 0,
dvn
dτ

(0; ε) = h1 − 2c > 0 for n 6= 0.

Thus, for small τ > 0, the node v0(τ ; ε) decreases, while all the other nodes vn(τ ; ε), n 6= 0,
increase. Now it is not clear which node achieves the threshold 0 and switches first and hence
what a further dynamics is. On the other hand, numerics provides quite a specific behavior
of the solution, illustrated by Fig. 1.3. The profile given by vn forms two humps symmetric
to each other with respect to the origin. The humps propagate away from the origin, while
the whole profile moves downwards and upwards (never going beyond the threshold 0).
Whenever the profile touches the threshold 0, the corresponding node switches. If we denote
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Figure 1.3: The upper graphs represent spatial profiles of the hysteresis H(vn) and the lower
graphs the spatial profiles of the solution vn. a) Nontransverse initial data. b) Spatial profiles
at a moment τ > 0 for h1 = h2 > 0.

by p(n) and q(n) the number of nodes in the set {v1, . . . , vn} that switch and do not switch,
respectively, on the time interval [0,∞), then numerics suggests that

lim
n→∞

q(n)

p(n)
=

h2

h1
. (1.6)

Moreover,

if h2/h1 = p2/p1, where p1 and p2 are co-prime integers, then

for any j large enough, the set {vj+1, . . . , vj+p1+p2} contains exactly p1 nodes

that switch and p2 nodes that do not switch on the time interval [0,∞).

(1.7)

The switching pattern satisfying (1.6) or, more specifically, (1.7) is called a rattling pattern

or simply rattling.
We emphasize that the properties (1.6) and (1.7) do not depend on ε. In fact, in Section 2,

we will show that ε in (1.5) can be scaled out, see (2.2). In particular, all the numerical
observations concerning the dynamics of vn have been done for ε = 1 and then transferred
to an arbitrary ε according to the scaling in (2.2). Therefore, the rattling describes a mi-
crostructure visible on the spatial scale of order ε, see the upper graph at Fig. 1.3.b. A
similar effect is observable on different d-dimensional lattices, d ≥ 2, and in slow-fast sys-
tems. We comment on these issues and discuss a continuous limit as ε → 0 in [11, Section 1]
and [6]. In connection with passing to the limit, let us also mention [12], where a hysteretic
behavior of forward-backward diffusion equations is analyzed via the spatial discretization.

The main goal of this paper is to analyse the property (1.6) and to determine the asymp-
totic speed of propagation of the above mentioned humps formed by the solution profile, see
Fig. 1.3.b. Let τn = τn(ε) be the switching moment of the node vn(τ ; ε) if this node switches
on the time interval [0,∞). Then numerics shows that, for any fixed h2 ≥ 0, the τn’s that
correspond to the switching nodes satisfy, as n → ∞,

τn = a(εn)2 +

{

ε2O(
√
n) if h2 = 0,

ε2O(n) if h2 > 0,
(1.8)
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where a > 0 and O(·) does not depend on ε.
The case h2 = 0 was studied in detail in [11], where it was proved that all the nodes switch

(which is certainly consistent with (1.6)) and the constant a from (1.8) was found. The case
h2 > 0 appears much more complicated, especially if h2/h1 is irrational. In this paper, using
asymptotic methods developed in [11], we find sufficient conditions that guarantee (1.6).
More specifically, for any h2 > 0, we will prove that if the switching nodes are quasi-uniform
(Condition 3.1) and the switching moments grow asymptotically quadratically as in (1.8)
(Condition 3.2), then the property (1.6) takes place and the constant a coincides with that
found in [11] for h2 = 0. In particular, we will show that a depends on h1/c but does not

depend on h2 or ε. This is the contents of Theorem 3.1. We believe that its proof contains
essential ingredients that will allow us to prove the existence of the proper switching pattern
in the spirit of [11], i.e., without a priori assumptions about infinitely many switchings. This
is a subject of future work.

From the viewpoint of applications, Theorem 3.1 may serve as a parameter identification
tool. For instance, if one knows (or prepares ad hoc) the tangency constant c and, by
observing the emerging pattern, finds the constant a in (1.8) and the frequency with which
the switching nodes enter the pattern, then one can determine the parameters h1 and h2 of
the hysteresis, using Theorem 3.1.

The paper is organized as follows. In Section 2, we reduce problem (1.5) to the problem
with ε = 1 by rescaling time t := ε−2τ and the solution itself un(t) := ε−2vn(τ ; ε). Then the
switching moments τn (see (1.8)) of vn(τ ; ε) get transformed to the switching moments

tn = an2 +

{

O(
√
n) if h2 = 0,

O(n) if h2 > 0
(1.9)

of un(t). Next, we prove the existence and uniqueness of the solution un(t) for the rescaled
problem (which does not depend on ε any more). In Section 3, we specify what quasi-

uniform switchings mean (Condition 3.1) and formulate the main theorem (Theorem 3.1)
concerning the property (1.6) and the constant a in (1.8) and (1.9). In Section 4, we discuss
the notion of quasi-uniform switchings in more detail and give examples of periodic patterns
that are observed numerically for rational h2/h1, and their generalizations, which we call
quasiperiodic. In both cases, we show that the switching nodes are quasi-uniform (i.e.,
Condition 3.1 holds and our main theorem applies). The rest of the paper is devoted to the
proof of our main theorem. In Section 5, we prove preliminary estimates for un, u̇n, ∆un :=
un−1−2un+un+1, and∇un := un+1−un. In particular, we show the boundedness of |∇un(tn)|
uniformly with respect to n ∈ Z. Sections 6 and 7 are central in the proof of our main result.
In Section 6, we prove that a limit p∗ := lim

n→∞
p(n)/n exists and obtain an asymptotic

expansion of un(tn) as n → ∞. This expansion is based on the series representation of
the solution un(t) via the discrete Green function Yn(t), the asymptotic properties of the
latter, and a proximity of emerging series to certain integrals. In Section 7, we obtain
an asymptotic expansion of ∇un(tn) in a similar way. Since un(tn) = 0 and |∇un(tn)| is
bounded, the leading order terms in the asymptotic expansions of un(tn) and ∇un(tn) must
vanish. This yields two equalities for a and p∗. Finally, in Section 8, we show that these
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equalities imply that p∗ = h1/(h1+h2) (which is equivalent to (1.6)) and provide the unique
possibility for choosing a (which appears to be independent of h2). This concludes the prove
of the main theorem. The paper also contains Appendix A, where discrete Green function
Yn(t) is defined and some facts concerning its asymptotics are collected.

2 Existence and uniqueness of solutions

For a sequence {wn}n∈Z of real numbers, we will use throughout the notation

∇wn := wn+1 − wn, ∆wn := ∇wn −∇wn−1 = wn−1 − 2wn + wn+1. (2.1)

We begin with scaling out ε in problem (1.5). Setting

t := ε−2τ, un(t) := ε−2vn(τ ; ε) (2.2)

and using the rate-independence of the hysteresis (see (1.4)), we obtain

H(vn)(τ) = H(ε2un(ε
−2·))(τ) = H(un(ε

−2·))(τ) = H(un)(ε
−2τ) = H(un)(t).

Hence, problem (1.5) can be rewritten as follows:

u̇n = ∆un +H(un), t > 0, n ∈ Z, (2.3)

un(0) = −cn2, n ∈ Z, (2.4)

where ˙ = d/dt. Problem (2.3), (2.4) does not involve ε, which justifies the fact that un(t)
in (2.2) does not depend on ε.

We assume that the following condition holds.

Condition 2.1. −h2 ≤ 0 < 2c < h1.

We note that the function H(r)(t) may have discontinuity (actually, at most one) even
if r ∈ C∞[0,∞). Therefore, one cannot expect that a solution of problem (2.3), (2.4) is
continuously differentiable on [0,∞). Thus, we define a solution as follows.

Definition 2.1. We say that a sequence {un(t)}n∈Z is a solution of problem (2.3), (2.4) on
the time interval (0, T ), T > 0, if

1. un ∈ C[0, T ] for all n ∈ Z,

2. for each t ∈ [0, T ], there are constants A, α ≥ 0 such that sup
s∈[0,t]

|un(s)| ≤ Aeα|n| for all

n ∈ Z,

3. there is a finite sequence 0 = θ0 < θ1 < · · · < θJ = T , J ≥ 1, such that un ∈ C1[θj , θj+1]
for all n ∈ Z and j = 0, . . . , J − 1,

4. the equations in (2.3) hold in (θj , θj+1) for all n ∈ Z and j = 0, . . . , J − 1,
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5. un(0) = −cn2 for all n ∈ Z.

We say that a sequence {un(t)}n∈Z is a solution of problem (2.3), (2.4) on the time interval

(0,∞) if it is a solution on (0, T ) for all T > 0.

Remark 2.1. If {un(t)}n∈Z is a solution, then, as we have mentioned above, the function
H(un)(t) has at most one discontinuity point for each fixed n ∈ Z. Hence, the equations
in (2.3) imply that each function u̇n(t) has at most one discontinuity point on [0,∞).

For the solution, we use the phrasing a node n switches (at a moment t) if H(un) is
discontinuous (at this moment t). If a node switches on the time interval [0,∞), we call it a
switching node; otherwise we call it a nonswitching node. For a switching node n, we denote
the time moment at which it switches by tn. By S(t) we denote the set of nodes that switch
on the time interval [0, t], i.e.,

S(t) := {k ∈ Z : H(uk)(t) = −h2}, (2.5)

and let #(S(t)) be the number of elements in S(t).
The next result provides the existence and uniqueness of solutions as well as a two-sided

bound for the switching moments tn. Its proof uses the discrete Green function Yn(t). We
refer the reader to Appendix A for its definition and asymptotic properties, which play a
central role in this paper.

Theorem 2.1. Let Condition 2.1 hold. Then the following is true.

1. Problem (2.3), (2.4) has a unique solution {un(t)}n∈Z on the time interval (0,∞). It

is given by

un(t) = −cn2 + (h1 − 2c)t− (h1 + h2)
∑

k∈S(t)

Yn−k(t− tk), t ∈ [0,∞), (2.6)

where Yn(t) is the discrete Green function given by (A.1). The solution is symmetric:
un(t) = u−n(t) for all n ∈ Z.

2. For each switching node n, we have tn ≥ cn2

h1 − 2c
.

3. The set S(t) is finite for each t ≥ 0, symmetric with respect to the origin, #(S(t)) → ∞
as t → ∞, and, for each switching node n, we have t−n = tn.

Proof. Items 1 and 2 are proved in [11, Theorem 2.5] in the case h2 = 0. Their proof for
h2 > 0 is basically the same. Finiteness of S(t) for each fixed t ≥ 0 follows from item 2.
Its symmetry and the relation t−n = tn follow from the symmetry of the solution. Finally,
assume that there are only finitely many, say n0 ∈ N, switchings on the time interval [0,∞).
Denote the last switching moment by t∗ ≥ 0. Then the solution formula (2.6) contains the
same n0 terms in the sum for all t > t∗. Hence, since h1 − 2c > 0, Proposition A.1 implies
that un(t) → ∞ as t → ∞ for all n ∈ Z, which shows that the (n0 + 1)th switching must
happen. This proves that #(S(t)) → ∞ as t → ∞.
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3 Main result

First, we formulate assumptions meaning that the nodes switch according to a certain gen-
eral pattern. Taking these assumptions for granted, we will rigorously determine specific
parameters of this pattern. In particular, we will justify the conjecture (1.6) and explicitly
find the leading order term for the pattern propagation speed.

Denote by
K = {k0,±k1,±k2,±k3, . . . }

the set of nodes that switch on the time interval [0,∞). Let 0 = k0 < k1 < k2 < . . . be the
corresponding nonnegative nodes. For n ∈ N, set

Kn := K ∩ [−n, n], K+
n := K ∩ [1, n]

and
p(n) := #

(
K+

n−1

)
, q(n) := n− p(n). (3.1)

Thus, p(n) and q(n) are the number of switching and nonswitching nodes, respectively, from
the spatial interval [1, n− 1]. Note that the set K is infinite and, thus, p(n) → ∞ as n → ∞
by Theorem 2.1. We assume that the switching nodes are quasi-uniform in the following sense
(see Section 4 below for a further discussion and examples of patterns with this property).

Condition 3.1 (quasi-uniformity). sup
i=−p(n),...,p(n)

∣
∣
∣
∣

ki
n

− i

p(n)

∣
∣
∣
∣
→ 0 as n ∈ K, n → ∞.

In what follows, we will use the notation

xn,ki :=
ki
n
, yn,i :=

i

p(n)
(3.2)

for n ∈ K and i = −p(n), . . . , p(n). Obviously, yn,i are uniformly distributed on the interval
[−1, 1], while xn,ki are generally not. Condition 3.1 is equivalent to the following:

sup
i=−p(n),...,p(n)

|xn,ki − yn,i| = 0 as n ∈ K, n → ∞, (3.3)

which motivates the notion of quasi-uniformity.
Our second assumption concerns the asymptotics of the switching moments tn and is also

motivated by numerics, cf. (1.8).

Condition 3.2. 1. There exist a > 0 and A > 0 such that the switching moment tk of

each node k ∈ K satisfies

tk = ak2 + ωk, |ωk| ≤ A|k|. (3.4)

2. There exists N0 ∈ N and ε0 > 0 such that, for any n ∈ K \ [−N0, N0] and k ∈ Kn−1,

we have

tn − tk ≥ ε0(n
2 − k2). (3.5)
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Our main result guarantees that if the switching nodes are quasi-uniform and the switch-
ing moments grow asymptotically quadratic, then, actually, the proportion between the
number of the switching and nonswitching nodes satisfies conjecture (1.6). Furthermore, the
coefficient a in the leading order term of the asymptotics (3.4) for tk can be found explicitly.

Theorem 3.1. Let Conditions 2.1, 3.1, and 3.2 hold. Then the following hold.

1. There exist limits

p∗ := lim
n→∞

p(n)

n
, q∗ := lim

n→∞

q(n)

n
. (3.6)

Moreover,

p∗ =
h1

h1 + h2
, q∗ =

h2

h1 + h2
,

q∗
p∗

=
h2

h1
. (3.7)

2. There exists an infinitely differentiable function a∗ : (2,∞) → (0,∞) such that the

coefficient a in asymptotics (3.4) is given by a = a∗(h1/c). In particular, a does not

depend on h2. Furthermore, a∗(λ) is monotone decreasing and satisfies the following

relations:
a∗(λ) → +∞ as λ → 2 and a∗(λ) → 0 as λ → +∞. (3.8)

Remark 3.1. We emphasize that item 2 in Theorem 3.1 implies that the speed with which
the pattern propagates does not depend on h2, since a = a∗(h1/c) does not. The function
a∗(·) is found in Section 8 as a unique root of each of the equations (8.3), (8.4), (8.10).
Figure 3.1 illustrates the dependence of a∗ on h1/c.

Figure 3.1: Dependence of a∗ on h1/c.

The proof of Theorem 3.1 will be given in Section 8, after some preparatory estimates in
Section 5 and asymptotic analysis in Sections 6 and 7.
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4 Discussion

4.1 Discussion of Condition 3.1

First, we observe the following. Suppose we are given an arbitrary set K = {k0,±k1,±k2,±k3, . . . }
such that 0 = k0 < k1 < k2 < . . . , not necessarily corresponding to the switching pattern for
problem (2.3), (2.4). Let us define the function p(n) as in (3.1). Then the following is true.

Lemma 4.1. If there exists a limit lim
n∈K,n→∞

p(n)/n > 0, then

sup
i=−p(n),...,p(n)

∣
∣
∣
∣

ki
n

− i

p(n)

∣
∣
∣
∣
→ 0 as n ∈ K, n → ∞.

Proof. Obviously, it suffices to prove that sup
j∈K+

n−1

∣
∣
∣
∣

j

n
− p(j)

p(n)

∣
∣
∣
∣
→ 0 as n ∈ K, n → ∞. The

latter follows by observing that

sup
j∈K+

n−1

∣
∣
∣
∣

j

n
− p(j)

p(n)

∣
∣
∣
∣
= sup

α=j/n, j∈K+

n−1

∣
∣
∣
∣
α

(

1− p(αn)

αn

n

p(n)

)∣
∣
∣
∣
→ 0 as n ∈ K, n → ∞.

Now we provide examples of patterns to which Theorem 3.1 applies. We consider periodic
patterns that are observed numerically for rational h2/h1 and their generalizations, which
we call quasiperiodic. In both cases, using Lemma 4.1, we show that Condition 3.1 holds.

We fix α ∈ (0, 1] and β ∈ [0, 1). Denote by ⌊·⌋ the floor, or integer part, of a real number.
The set

P := {0} ∪ {n ∈ Z \ {0} : ⌊|n|α+ β⌋ > ⌊(|n| − 1)α + β⌋} (4.1)

is said to be a quasiperiodic pattern. If α is rational, then we say that P is a periodic pattern.
It is convenient to have the geometric description of the pattern P in mind, see Fig. 4.1.

On the plane (x, y), consider the horizontal strips

{0 ≤ y < 1}, {1 ≤ y < 2}, {2 ≤ y < 3}, . . . (4.2)

and the points Qn = (n, nα+β) lying on the line y = αx+β. Then 0 ∈ P, and nodes n > 0
and −n < 0 belong to P if and only if the points Qn and Qn−1 do not belong to the same
interval from (4.2).

Any switching pattern K satisfying K \ [−N0, N0] = P \ [−N0, N0] for some N0 ∈ N

necessarily consists of quasi-uniform nodes. Indeed, |p(n)−⌊αn⌋| is bounded uniformly with
respect to n. Hence, lim

n→∞
p(n)/n = α. Therefore, due to Lemma 4.1, the pattern K satisfies

Condition 3.1. Note that if α is rational, then the co-prime integers p1 and p2 from the
property (1.7) are defined by the equality α = p1/(p1 + p2).

Remark 4.1. It is easy to show that item 2 in Condition 3.2 is a consequence of the following
(simpler to formulate) condition: There exists N0 ∈ N and ε > 0 such that, for any ki ∈ K,

ki > N0, we have tki − tki−1
≥ εki.
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Figure 4.1: Periodic and quasiperiodic patterns: a) α = 1/2, β = 1/4; b) α = 2/3, β = 1/5;
c) α =

√
2/5, β = 4/5. The filled points of intersection correspond to the points included

in P

4.2 Counter-example

Now we show that the converse of Lemma 4.1 is not true: quiasi-uniformity of the elements
of a set K (Condition 3.1) alone does not guarantee the existence of a limit lim

n→∞
p(n)/n.

We will explicitly construct such sets K. To show that they cannot be switching patterns
generated by the solution of problem (2.3), (2.4), an addition condition is necessary. In
Theorem 3.1, its role is played by Condition 3.2.

The idea of our construction is as follows. We split the half-line (0,∞) into intervals
(Mj ,Mj+1], j = 0, 1, 2, . . . , whose lengths Lj+1 := Mj+1−Mj grow fast as j → ∞. For each j,
we include in the set K ∩ (Mj ,Mj+1] nodes with frequency pj ∈ (0, 1). The frequencies pj
are chosen in such a way that they slowly oscillate between two different limits: lim inf

j→∞
pj

and lim sup
j→∞

pj. The whole construction is balanced in such a way that the nodes from K are

quasi-uniform (since the oscillation of pj is slow enough), but p(n)/n has no limit (since pj
has no limit).

Let us make the above argument rigorous. We consider a sequence of frequencies pj ∈ Q,
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pj ∈ (0, 1), possessing the slow oscillation property

lim
j→∞

pj
pj+1

= 1, lim inf
j→∞

pj < lim sup
j→∞

pj (4.3)

and a sequence of interval lengths Lj ∈ N such that Ljpj ∈ N satisfying the fast growth

property
pj+1Lj+1 ≥ (L1 + · · ·+ Lj)(j + 1). (4.4)

We define the intervals (Mj ,Mj+1] by setting M0 := 0 and Mj := L1 + · · ·+ Lj . Finally, we
define K as the set consisting of 0 and all the integer numbers n = Mj + r and −n satisfying

j ≥ 0, r ∈ [1, Lj+1], ⌊rpj+1⌋ > ⌊(r − 1)pj+1⌋, (4.5)

cf. (4.1). In particular, for R ∈ [1, Lj+1], we have #(K ∩ (Mj ,Mj + R]) = ⌊Rpj+1⌋, which
motivates the term “frequency” for pj.

The following lemma asserts that the set K possesses the desired properties.

Lemma 4.2. The set K satisfies Condition 3.1, but

lim inf
n→∞

p(n)

n
≤ lim inf

j→∞
pj , lim sup

n→∞

p(n)

n
≥ lim sup

j→∞
pj . (4.6)

Proof. 1. First, we prove that sup
i=−p(n+1),...,p(n+1)

∣
∣
∣
∣

ki
n

− i

p(n+ 1)

∣
∣
∣
∣
→ 0 as n ∈ K, n → ∞, which

implies Condition 3.1 because p(n) → ∞ as n → ∞. Set

lj := Ljpj = #(K ∩ (Mj−1,Mj ]), mj := l1 + · · ·+ lj = #(K ∩ (0,Mj ]),

bj :=

∣
∣
∣
∣

Mjpj+1

mj

− 1

∣
∣
∣
∣
.

It is easy to show that (4.3) and (4.4) yield

lim
j→∞

Mj

Mj+1
= 0, lim

j→∞

mj

mj+1
= 0, lim

j→∞

pjMj

mj
= 1, lim

j→∞
bj = 0. (4.7)

Now, for i = 1, . . . , p(n+ 1), we represent

n = Mj + r with r ∈ [1, Lj+1], i = ms + ρ with ρ ∈ [1, ls+1],

p(n+ 1) = mj + ⌊rpj+1⌋, ki = Ms +

⌈
ρ

ps+1

⌉

,
(4.8)

where ⌈x⌉ := minu∈Z{u ≥ x}. In particular,

s < j or (s = j and ρ ≤ rpj+1). (4.9)
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If s ≤ j − 2, then
ki
n

≤ Ms+1

Mj
≤ Mj−1

Mj
→ 0 as j → ∞, (4.10)

i

p(n+ 1)
≤ ms+1

mj
≤ mj−1

mj
→ 0 as j → ∞. (4.11)

It remains to consider the case s = j − 1 or s = j. We have

ki
n

− i

p(n+ 1)
=

Ms +

⌈
ρ

ps+1

⌉

Mj + r
− ms + ρ

mj + ⌊rpj+1⌋
. (4.12)

We rewrite the first term in the right-hand side in (4.12) as follows:

Ms +

⌈
ρ

ps+1

⌉

Mj + r
=

Ms +
ρ

ps+1

Mj + r
(1 + δ1), (4.13)

where

|δ1| ≤
1

Ms
. (4.14)

Similarly,

Ms +
ρ

ps+1

Mj + r
=

Msps+1 + ρ

Mjps+1 + rps+1
=

ms
Msps+1

ms
+ ρ

ps+1

pj+1

(

mj
Mjpj+1

mj

+ rpj+1

)

=
pj+1

ps+1

· ms + ρ

mj + rpj+1

· 1 + δ2
1 + δ3

,

(4.15)

where
|δ2| ≤ bs, |δ3| ≤ bj . (4.16)

We also rewrite the second term in the right-hand side in (4.12) as follows:

ms + ρ

mj + ⌊rpj+1⌋
=

ms + ρ

mj + rpj+1
· 1

1 + δ4
, (4.17)

where

|δ4| ≤
1

mj
. (4.18)

Now, taking into account (4.9), (4.12), (4.13), (4.15), and (4.17), we obtain

∣
∣
∣
∣

ki
n

− i

p(n + 1)

∣
∣
∣
∣
=

ms + ρ

mj + rpj+1

∣
∣
∣
∣

(1 + δ1)(1 + δ2)

1 + δ3
· pj+1

ps+1

− 1

1 + δ4

∣
∣
∣
∣

≤
∣
∣
∣
∣

(1 + δ1)(1 + δ2)

1 + δ3
· pj+1

ps+1
− 1

1 + δ4

∣
∣
∣
∣
.
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Since s = j−1 or s = j, relations (4.3), (4.7), (4.14), (4.16), and (4.18) imply that the latter
expression tends to 0 as j → ∞.

2. In order to prove relations (4.6), we consider the subsequence nj = Mj . Note that due
to (4.8) the equality p(nj + 1)/nj = mj/Mj holds, and (4.3) together with the third relation
in (4.7) imply (4.6).

5 Elementary estimates

We begin with some straightforward estimates for un, u̇n, ∆un, and ∇un (see notation (2.1)).
In particular, our goal is to prove the following result about the boundedness of ∇un(tn).

Proposition 5.1. Let Condition 2.1 hold. Then, for each node n ∈ K, the following relations

hold at the switching moment tn:

∇un(tn) ∈ [−(2h1 + h2), 0], ∇un−1(tn) ∈ [0, (2h1 + h2)].

The proof will be given in the end of this section as a consequence of several lemmas (in
which we assume that Condition 2.1 holds).

Lemma 5.1. un(t) ≤ 0 for all n ∈ Z, t ≥ 0.

Proof. Using the solution formula (2.6) and the relations (A.2) for the discrete Green function
Yn(t), it is easy to see that, on a sufficiently small time interval, all the nodes satisfy um(t) ≤
0, m ∈ Z. Let θ > 0 be a time moment at which at least one of the nodes, say un, is on
the threshold 0, while all the nodes still satisfy um(θ) ≤ 0, m ∈ Z. Then ∆un(θ) ≤ 0. If
∆un(θ) < 0 or if ∆un(θ) = 0 and −h2 < 0, then u̇n(θ + 0) < 0 and un(t) must decrease on
(θ, θ + ε) for a sufficiently small ε > 0.

It remains to consider the case h2 = 0, un(θ) = 0 for some n ∈ Z, and ∆un(θ) = 0. If
un(θ) = 0 for all n ∈ Z, then Theorem 2.1 implies that un(t) ≡ 0 for n ∈ Z and t ∈ [θ,∞).

Assume that
un(θ) = un±1(θ) = un±2(θ) = . . . un±(j−1)(θ) = 0

for some j ≥ 2, but un+j(θ) < 0 or un−j(θ) < 0. Then

∆ . . .∆
︸ ︷︷ ︸

s times

un(θ) = 0, s = 1, . . . , j − 1; ∆ . . .∆
︸ ︷︷ ︸

j times

un(θ) < 0.

Therefore,
dsun(θ)

dts
= 0 for s = 1, . . . , j − 1, but

djun(θ)

dtj
< 0 (where d/dt is understood as

the right derivative).

Lemma 5.2. u̇n(t) ∈ [−(h1 + h2), h1 − 2c] for all n ∈ Z, t ≥ 0.

Proof. 1. By Theorem 2.1, there is a sequence 0 =: θ0 < θ1 < θ2 < . . . (of switching
moments) such that lim

j→∞
θj = ∞ and there are no switchings for t ∈ (θj , θj+1), j = 0, 1, 2, . . . .
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Set vn(t) := u̇n(t) for t > 0, t 6= θj (j = 0, 1, 2, . . . ). Note that vn ∈ C[θj , θj+1],
j = 0, 1, 2, . . . . However, if a node n switches at some moment θj , then vn(t) has a jump
discontinuity at θj .

At the initial moment, we have

v0(0) = −2c− h2 ∈ [−(h1 + h2), h1 − 2c],

vn(0) = −2c+ h1 ∈ [−(h1 + h2), h1 − 2c], n 6= 0.

Due to (2.3), on the interval [θ0, θ1), vn(t) satisfies

v̇n = ∆vn, n ∈ Z.

Therefore, similarly to the proof of Lemma 5.1, we conclude that vn(t) ∈ [−(h1+h2), h1−2c]
for all [θ0, θ1).

2. At the switching moment θ1, some nodes switch. Let n be one of them. Then
vn(θ1 − 0) ≥ 0 and ∆un(θ1) = ∆un(θ1 ± 0) ≤ 0. Therefore,

vn(θ1 + 0) = ∆un(θ1 + 0)− h2 ≤ −h2 < h1 − 2c,

vn(θ1 + 0) = ∆un(θ1 + 0)− h2 = ∆un(θ1 − 0) + h1 − (h1 + h2)

= vn(θ1 − 0)− (h1 + h2) ≥ −(h1 + h2).

If the node n does not switch at θ1, then vn(θ1 + 0) = vn(θ1 − 0) ∈ [−(h1 + h2), h1 − 2c].
Now, as in part 1 of the proof, we conclude that vn(t) ∈ [−(h1+h2), h1−2c] for all n ∈ Z

and t ∈ [θ1, θ2). Arguing by induction, we complete the proof.

Lemma 5.3. ∆un(t) ∈ [−(2h1 + h2), h1 + h2 − 2c] for all n ∈ Z, t ≥ 0.

Proof. The result follows from Lemma 5.2 and equation (2.3).

Proof of Proposition 5.1. By Lemma 5.1, at the switching moment t = tn (n ∈ K), we have
∇un ≤ 0 and ∇un−1 ≥ 0. Therefore, using Lemma 5.3, we have at the moment t = tn

∇un = ∇un−1 +∆un ≥ ∆un ≥ −(2h1 + h2),

∇un−1 = ∇un −∆un ≤ −∆un ≤ 2h1 + h2.

6 Asymptotics for un(tn)

In this section and in the next one, we will use the standard notation O(·) and o(·). For
example, given two sequences of real numbers vn,k and wn,k (n, k ∈ N), we write vn,k =
O(wn,k) if there exists a constant C > 0 such that |vn,k| ≤ C|wn,k| for all n, k ∈ N. Given a
sequence of real numbers vn (n ∈ N), we write vn = o(n) if vn/n → 0 as n → ∞.

The goal of this section is to prove the following result.
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Proposition 6.1. Let Conditions 2.1, 3.1, and 3.2 hold. Then there exists a limit

p∗ := lim
n→∞

p(n)

n
, (6.1)

and the numbers a from Condition 3.2 and p∗ from (6.1) satisfy the equality

−c + (h1 − 2c)a− (h1 + h2)p∗IF (a) = 0, (6.2)

where

IF (a) :=

1∫

−1

F (a, x) dx, F (a, x) :=
√
a
√
1− x2 f

(

1√
a

√

1− x

1 + x

)

(6.3)

(see Fig. 6.1), and the function f is defined in (A.3).

Figure 6.1: Graphs of function F (a, ·) for a) a = 1/5, b) a = 1, c) a = 5.

Proof. For n ∈ K, n > N0 (N0 is the number from item 2 in Condition 3.2), we will rewrite
the equality un(tn) = 0. Using (2.6), we have

0 = un(tn) = −cn2 + (h1 − 2c)tn − (h1 + h2)
∑

k∈Kn−1

Yn−k(tn − tk). (6.4)

Consider the sum in (6.4). We write tn − tk = a(n2 − k2) + ωn − ωk according to
Condition 3.2 and expand Yn−k in the Taylor series about a(n2 − k2). Taking into account
Proposition A.1 and notation (3.2) for xn,ki, we obtain

∑

k∈Kn−1

Yn−k(tn − tk) =
∑

k∈Kn−1

Yn−k(a(n
2 − k2)) + Σn

= n2

p(n)
∑

i=−p(n)

1

n
F (a, xn,ki) +

∑

k∈Kn−1

O
(
(n2 − k2)−1/2

)
+ Σn,

(6.5)

where the function F is defined in (6.3),

Σn :=
∑

k∈Kn−1

Ẏn−k(σn,k)(ωn − ωk), (6.6)
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and σn,k ≥ min{ε0, a}(n2 − k2) due to (3.5). Note that

∑

k∈Kn−1

O
(
(n2 − k2)−1/2

)
= O(1). (6.7)

Further, since ωn − ωk = O(n) by (3.4), we obtain from (6.6) and Proposition A.1

Σn =
∑

k∈Kn−1

O((n2 − k2)−1/2)O(n) = O(n). (6.8)

Combining (6.5), (6.7), and (6.8), we obtain

∑

k∈Kn−1

Yn−k(tn − tk) = n2

p(n)
∑

i=−p(n)

1

n
F (a, xn,ki) +O(n). (6.9)

Now we represent the sum in (6.9) as follows (using notation (3.2) for yn,i and recalling that
F (−1) = 0):

p(n)
∑

i=−p(n)

1

n
F (a, xn,ki)

=
p(n)

n





p(n)
∑

i=−p(n)+1

1

p(n)
F (a, yn,i) +

p(n)
∑

i=−p(n)

1

p(n)
(F (a, xn,ki)− F (a, yn,i))



 .

(6.10)

The first sum in (6.10) is the Riemann sum for the integral IF (a) defined in (6.3). Since
p(n) → ∞ as n → ∞, we have

p(n)
∑

i=−p(n)+1

1

p(n)
F (a, yn,i) = IF (a) + o(1). (6.11)

Finally, taking into account Condition 3.1 and the uniform continuity of F (a, x) for x ∈
[−1, 1] (and a fixed a), we estimate the last sum in (6.10) as follows:

∣
∣
∣
∣
∣
∣

p(n)
∑

i=−p(n)

1

p(n)
(F (a, xn,ki)− F (a, yn,i))

∣
∣
∣
∣
∣
∣

≤ 2p(n) + 1

p(n)
sup

i=−p(n),...,p(n)

|F (a, xn,ki)− F (a, yn,i)| = o(1).

(6.12)

Due to (6.10)–(6.12), relation (6.9) takes the form

∑

k∈Kn−1

Yn−k(tn − tk) = n2p(n)

n
IF (a) + o(n2). (6.13)
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Combining relations (6.4) and (6.13), we conclude that

(

−c + (h1 − 2c)a− (h1 + h2)
p(n)

n
IF (a)

)

n2 + o(n2) = 0.

Since IF (a) > 0, this implies that the limit p∗ := lim
n∈K, n→∞

p(n)

n
exists and equality (6.2)

holds.
To complete the proof, we have to show that the limit in (6.1) exists along any sequence.

Fix an arbitrary ε > 0. Then there exists N ≥ 1/ε such that

∣
∣
∣
∣

p(ki)

ki
− p∗

∣
∣
∣
∣
≤ ε for all ki ∈ K,

ki ≥ N . Now any m ≥ N belongs to some interval (ki−1, ki], and we have

∣
∣
∣
∣

p(m)

m
− p∗

∣
∣
∣
∣
=

∣
∣
∣
∣

p(ki)

m
− p∗

∣
∣
∣
∣
≤
∣
∣
∣
∣

p(ki)

ki
− p∗

∣
∣
∣
∣
+

∣
∣
∣
∣

p(ki)

ki
− p(ki)

m

∣
∣
∣
∣

≤ ε+
p(ki)

m

(

1− m

ki

)

≤ ε+
ki − 1

ki−1

(

1− ki−1

ki

)

.

It remains to note that
ki
ki−1

→ 1 as ki ∈ K, ki → ∞ due to Condition 3.1.

7 Asymptotics for ∇un(tn)

In this section, we will prove the following result.

Proposition 7.1. Let Conditions 2.1, 3.1, and 3.2 hold. Then the numbers a from Condi-

tion 3.2 and p∗ from (6.1) satisfy the equality

−2c− (h1 + h2)p∗IG(a) = 0, (7.1)

where

IG(a) :=

1∫

−1

G(a, x) dx, G(a, x) := g

(

1√
a

√

1− x

1 + x

)

(7.2)

(see Fig. 7.1), and the function g is defined in (A.3).

Proof. For n ∈ K, n > N0 (N0 is the number from item 2 in Condition 3.2), we will find an
asymptotic expansion of ∇un(tn). Using (2.6), we have

∇un(tn) = −2cn− c− (h1 + h2)
∑

k∈Kn−1

∇Yn−k(tn − tk). (7.3)

Consider the last sum in (7.3). We write tn − tk = a(n2 − k2) + ωn − ωk according to
Condition 3.2 and expand ∇Yn−k in the Taylor series about a(n2− k2). Taking into account
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Figure 7.1: Graphs of function G(a, ·) for a) a = 1/5, b) a = 1, c) a = 5.

Proposition A.1 and notation (3.2) for xn,ki, we obtain

∑

k∈Kn−1

∇Yn−k(tn − tk) =
∑

k∈Kn−1

∇Yn−k(a(n
2 − k2)) + Θn

= n

p(n)
∑

i=−p(n)

1

n
G(a, xn,ki) +

∑

k∈Kn−1

O
(
(n2 − k2)−1/2

)
+Θn,

(7.4)

where the function G is defined in (7.2),

Θn :=
∑

k∈Kn−1

∇Ẏn−k(σn,k)(ωn − ωk), (7.5)

and σn,k ≥ min{ε0, a}(n2 − k2) due to (3.5). Since ωn − ωk = O(n) by (3.4), we obtain
from (7.5) and Proposition A.1

Θn =
∑

k∈Kn−1

O((n2 − k2)−1)O(n) = O(lnn). (7.6)

Combining (7.4), (6.7), and (7.6), we obtain

∑

k∈Kn−1

∇Yn−k(tn − tk) = n

p(n)
∑

i=−p(n)

1

n
G(a, xn,ki) +O(lnn). (7.7)

Similarly to the proof of Proposition 6.1 (cf. (6.10)–(6.12)), taking into account the existence
of the limit in (6.1), we obtain

p(n)
∑

i=−p(n)

1

n
G(a, xn,ki)

=
p(n)

n





p(n)
∑

i=−p(n)+1

1

p(n)
G(a, yn,i) +

p(n)
∑

i=−p(n)

1

p(n)
(G(a, xn,ki)−G(a, yn,i))





= p∗IG(a) + o(1),
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where p∗ is given by (6.1) and the integral IG(a) is defined in (7.2). Therefore, (7.7) takes
the form ∑

k∈Kn−1

∇Yn−k(tn − tk) = np∗IG(a) + o(n). (7.8)

Combining relations (7.3) and (7.8), we conclude that

∇un(tn) =
(
− 2c− (h1 + h2)p∗IG(a)

)
n + o(n).

On the other hand, ∇un(tn) = O(1) by Proposition 5.1. Hence, (7.1) follows.

8 Proof of the main result: Theorem 3.1

1. The existence of the limits in (3.6) follows from Proposition 6.1. Let us prove the rest.

Denote b :=
h1 + h2

h1
p∗ and rewrite equalities (6.2) and (7.1) as follows:

−c + (h1 − 2c)a− bh1IF (a) = 0, (8.1)

−2c− bh1IG(a) = 0. (8.2)

It is proved in [11, Proposition 4.2] that each of the equations

−c+ (h1 − 2c)a∗ − h1IF (a∗) = 0, (8.3)

−2c− h1IG(a∗) = 0 (8.4)

(with respect to a∗ > 0) has the same unique root (and a∗ as a function of h1/c possesses
all the properties claimed in Theorem 3.1, see also Fig. 3.1). Therefore, equalities (8.1) and
(8.2) hold if a = a∗ and b = 1. Let us prove the opposite: if equalities (8.1) and (8.2) hold
for some a > 0 and b ∈ R, then a = a∗ and b = 1.

Eliminating b from (8.1) and (8.2), we find that

h1

c
=

(2a+ 1)IG(a)− 2IF (a)

aIG(a)
. (8.5)

Assume we have proved that the right-hand side in (8.5) satisfies

(2a+ 1)IG(a)− 2IF (a)

aIG(a)
= − 2

IG(a)
. (8.6)

Then relations (8.5) and (8.6) imply that −2c − h1IG(a) = 0. As we mentioned, by [11,
Proposition 4.2], this yields a = a∗. Now, comparing (8.2) with a = a∗ and (8.4), we
conclude that b = 1.

2. Let us prove (8.6). We rewrite it as

(2a+ 1)IG(a)− 2IF (a) + 2a = 0. (8.7)
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Making the change of variables y =
1√
a

√
1− x

1 + x
in the integral in (7.2), integrating by

parts, and using (A.4) and (A.5), we have

IG(a) = −
∫ ∞

0

(
1− ay2

1 + ay2

)′

g(y) dy =

∫ ∞

0

1− ay2

1 + ay2
h(y) dy − 1

2
. (8.8)

Making the same change of variables in the integral in (6.3) and additionally using (A.4),
one can show (see details in [11, Section B]) that

IF (a) =

∫ ∞

0

2a + 1

1 + ay2
h(y) dy − 1

2
. (8.9)

Due to (8.8) and (8.9), the left-hand side of relation (8.7) equals

(2a+ 1)IG(a)− 2IF (a) + 2a = (2a+ 1)

(
1

2
−
∫ ∞

0

h(y) dy

)

= 0.

3. It remains to prove the properties of the function a∗ = a∗(h1/c) stated in item 2 of
Theorem 3.1. In order to prove that the function a∗ is infinitely differentiable and decreasing,
due to (8.4), it suffices to show that IG(a) is infinitely differentiable and I ′G(a) < 0 for a > 0.
The former easily follows from the definition of IG in (7.2) and the properties of the function g
described in Appendix A. To see the latter, we use (7.2) and (A.4) to obtain

I ′G(a) = − 1

2a3/2

1∫

−1

h

(

1√
a

√

1− x

1 + x

)√

1− x

1 + x
dx < 0.

In order to prove (3.8), it is enough to show that

IG(a) → −1 as a → +∞ and IG(a) → 0 as a → 0,

which trivially follows from (7.2), (A.5), and the properties of the function g described in
Appendix A.

Theorem 3.1 is proved.

Remark 8.1. Finding a∗ from equation (8.3) or (8.4) requires evaluation of the integral
IF (a) or IG(a) (see (6.3) and (7.2)) involving the function f or g, respectively. In turn, the
latter two are defined via the integral of the function h, see (A.3). From the computational
point of view, it would be desirable to avoid evaluating multiple integrals. In our case, it
appears to be possible. Similarly to (6.3) and (7.2), set

H(a, x) :=
1

√
a
√
1− x2

h

(

1√
a

√

1− x

1 + x

)

, IH(a) :=

1∫

−1

H(a, x) dx.

(see Fig. 8.1), where the function h is defined in (A.3). Then [11, Proposition 4.2] implies
that the equation

(h1 − 2c)− h1IH(a∗) = 0, a∗ > 0, (8.10)

has a unique root, which coincides with the root of equations (8.3) and (8.4).
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Figure 8.1: Graphs of function H(a, ·) for a) a = 1/5, b) a = 1, c) a = 5.

A Discrete Green function Yn(t)

In this appendix, we introduce one of our main tools, namely, the discrete Green function

Yn(t) :=
1

2π

∫ π

−π

1− e−2t(1−cos θ)

2(1− cos θ)
einθ dθ, t ≥ 0. (A.1)

For convenience, we set Yn(t) = 0 for t < 0. One can check that Yn ∈ C∞[0,∞) and satisfies






Ẏ0 = ∆Y0 + 1, t > 0,

Ẏn = ∆Yn, t > 0, n 6= 0,

Yn(0) = 0, n ∈ Z.

(A.2)

Asymptotic properties of Yn(t) and its derivatives play a central role in our paper. To
describe these properties, we will use the functions h, f, g : R+ → R given by

h(x) :=
1

2
√
π
e−x2/4, f(x) := 2x

∫ ∞

x

y−2h(y) dy, g(x) := f ′(x). (A.3)

Note that f, g, h ∈ C∞[0,∞) and decay to zero as x → +∞, together with all their
derivatives, faster than exponentially, see Fig. A.1. Moreover, they satisfy the relations

h(x) = g′(x) = f ′′(x), (A.4)

g(0) = −1

2
, (A.5)

2h(x) + xg(x)− f(x) = 0. (A.6)

Proposition A.1 (see [7]). For any t∗ > 0, there exist constants C1, . . . , C4 > 0 such that,

for all t ≥ t∗ and n = 0, 1, 2, . . . , we have
∣
∣
∣
∣
Yn(t)−

√
tf

(
n√
t

)∣
∣
∣
∣
≤ C1√

t
,

∣
∣
∣
∣
∇Yn(t)− g

(
n√
t

)∣
∣
∣
∣
≤ C2√

t
,

∣
∣
∣Ẏn(t)

∣
∣
∣ ≤ C3√

t
,

∣
∣
∣∇Ẏn(t)

∣
∣
∣ ≤ C4

t
.

If n ≤ −1, then Yn(t) = Y−n(t) and ∇Yn(t) = −∇Y−(n+1)(t).
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Figure A.1: Graphs of functions f , g, and h
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