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Abstract

We revisit some important basics of dualistic structures on Riemannian
manifolds as a fundamental mathematical concept connecting information
geometry, affine geometry and Hessian geometry. Since several statistical
manifolds can be seen as warped product of spaces, we conclude this
review by some results on warped products of dualistic structures.

1 Introduction

Information geometry provides a geometric approach to families of statiscal
models. The key geometric structures are the Fisher metric, the divergence
functions and the Amari-Chentov tensor. Dualistic structures are a fundamen-
tal mathematical concept of information geometry, specially in the investigation
of the natural differential geometric structure of probability distributions fam-
ilies. They were introduced by S. Amari and have been studied by several
authors (see [1], [2], [3], [8] and the references therein). Dual flatness consti-
tutes a fundamental mathematical concept connecting information geometry,
affine geometry and Hessian geometry. Moreover the existence of dually flat
structures points out some topological and geometrical properties of the under-
lying manifolds (see [4]).
For example compact Riemannian manifolds with trivial or finite fundamental
groups do never admit dually flat structures.
Also if a manifold M admits a dually flat structure (g,∇,∇∗) and if one of the
dual connection, say ∇, is complete, then only the first homotopy group of M
is non trivial, and any two points in M can be joined by a ∇-geodesic.
Warped dualistic structures are also of fundamental importance in information
geometry since several metrics on statistical models are modelled as warped
products such as the Fisher metric on the multivariate Gaussian distributions
space (the so-called Takano Gaussian space), the denormalizations of the Fisher
metric, etc.
It has been showed in [10] that the set of multivariate Gaussian distributions
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on Rn with mean zero, equipped with the L2-Wasserstein metric, has a cone
structure. Also interesting relations have been obtained in [9] between Fisher
metrics of location scale models and warped product metrics.

2 Dual connections on Riemannian manifolds

Let (M, g) be a Riemannian manifold and ∇ an affine connection on M .
A connection ∇∗ is called conjugate connection (or dual connection) of ∇ with
respect to the metric g if, for arbitrary X,Y, Z ∈ χ(M),

X · g(Y,Z) = g(∇XY,Z) + g(Y,∇∗
XZ) (∗)

The duality relation between affine connections on a given Riemannian manifold
(M, g) is symmetric; that is

(∇∗)∗ = ∇ .

The triple (g,∇,∇∗) satisfying (∗) is then called a dualistic structure on M and
(M, g,∇,∇∗) is called a statistical manifold.

Let (g,∇,∇∗) be a dualistic structure on M . Then ∇(0) = 1
2 (∇ + ∇∗) is a

metric connection on (M, g) anf if moreover ∇ and ∇∗ are torsion-free then
∇(0) is the Levi-Civita connection of (M, g).

Let γ : t 7−→ γ(t) be a curve in M with between the points p, q ∈ M . De-
note by Πγ and Π∗

γ the parallel translation along the curve γ w.r.t. ∇ and its
dual ∇∗ respectively. It holds:

g(Πγ(X),Π∗
γ(Y ))!q = g(X,Y )!p , ∀ X,Y ∈ χ(M) .

Indeed if we denote by X(t) the ∇-parallel translation of X at the point γ(t),
and by Y (t) the ∇∗-parallel translation of Y at the point γ(t), we get

d

dt
g(X(t), Y (t)) =

∂

∂t
· g(X(t), Y (t))

= g(∇∂tX(t), Y (t)) + g(X(t),∇∗
∂tY (t))

= 0 + 0 = 0 ,

since the vector fields X and Y are respectively ∇-parallel and ∇∗-parallel along
γ. Thus g(X(t), Y (t)) is a constant function. □

The previous equality can be interpreted as a generalization of the invariance
of the inner product under parallel translation through metric connections.

Conjugate connections arise from affine differential geometry and from geomet-
ric theory of statistical inferences and it is a natural generalization of Levi-Civita
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connections.

The torsion tensors T∇ and T∇∗
of ∇ and ∇∗, respectively, satisfy the rela-

tion:

g(T∇(X,Y ), Z) = g(T∇∗
(X,Y ), Z) + (∇∗g)(X,Y, Z)− (∇∗g)(Y,X,Z)

for X,Y, Z ∈ χ(M). IT follows then

T∇ = T∇∗
if and only if ∇∗g(X,Y, Z) = ∇∗g(Y,X,Z) .

In particular: If ∇∗g = 0, then T∇ = T∇∗
.

Let (g,∇,∇∗) be a dualistic structure on M , and let R and R∗ be the cur-
vature tensors of ∇ and ∇∗ respectively. We have:

g(R(X,Y )Z,W ) = −g(R∗(X,Y )W,Z) , ∀ X,Y, Z,W ∈ χ(M).

Therefore
R = 0 if and only if R∗ = 0 .

The manifold M endowed with a dualistic structure (g,∇,∇∗) is called a dually
flat space if both dual connections ∇ and ∇∗ are torsion free and flat; that is
the curvature tensors with respect to ∇ and ∇∗ respectively vanishe identically.

Remark 2.1:
The flatness of a statistical manifold does not imply that the manifold is Eu-
clidean in the geometrical sense, because the Riemannian curvature due to the
Levi-Civita connections does not necessarily vanish.

Flat Dualistic structures connect information geometry, affine differential ge-
ometry and Hessian geometry in the following sense:

Let ∇ and ∇∗ be dually flat and torsion-free connections on an n-dimensional
Riemannian manifold (M, g), (u1, · · · , un) an affine coordinates system w.r.t.
∇.
The vector fields ∂i :=

∂
∂ui are then parallel w.r.t. ∇.

We define vector fields ∂j via

g(∂i, ∂
j) = δji .

For any vector field X,we have:

0 = X.g(∂i, ∂
j) = g(∇X∂i, ∂

j) + g(∂i,∇∗
X∂

j)

and since ∂i is parallel w.r.t. ∇, we get that ∂j is parallel w.r.t. ∇∗.
Since ∇∗ is torsion-free, then also [∂j , ∂k] = 0 for all j and k, and thus we may
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find ∇∗-affine coordinates (v1, · · · , vn) with ∂j = ∂
∂vj

.

The metric tensor g in terms of u-coordinates and v-coordinates is given by:

gij = g(∂i, ∂j) and gij = g(∂i, ∂j)

From the duality relation g(∂i, ∂
j) = δji it follows

∂vj
∂ui

= gij ,
∂ui

∂vj
= gij .

The transition rules between u-coordinates and v-coordinates are given by:

∂j = (∂jui)∂i = gij∂i , ∂i = (∂ivj)∂
j = gij∂

j .

Proposition 2.1
There exist strictly convex potential functions ϕ(v) and ψ(u) satisfying

vi = ∂iψ(u) , ui = ∂iϕ(v) ,

as well as
gij = ∂i∂jψ , gij = ∂i∂jϕ .

Proof:
The equation vi = ∂iψ(u) can be solved iff

∂ivj = ∂jvi ,

which holds from the symmetry gij = gji. Moreover gij = ∂i∂jψ, thus ψ is
strictly convex.

The function ϕ can be found by the argument or by duality; in fact, we can
simply define ϕ by

ϕ(v) := uivi − ψ(u) ,

and it holds

∂iϕ = ui +
∂uj

∂vi
vj −

∂uj

∂vi

∂

∂uj
ψ = ui .

□

Since ψ and ϕ are strictly convex, the relation

ϕ(v) + ψ(u) = uivi

means that they are related by Legendre transformations,

ϕ(v) = max
u

(uivi − ψ(u)) , ψ(u) = max
v

(uivi − ϕ(v)) .
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A statistical structure on a manifold M is equivalent to a pair (g, T ), where
is a Riemannian metric on M and T a 3-tensor that is symmetric in all three
arguments.
Indeed let ∇ and ∇∗ be dual and torsion-free connections on a Riemannian
manifold (M, g). Then the 3-tensor T defined by

T = ∇−∇∗

is a symmetric 3-tensor on (M, g). We have

T (X,Y, Z) = g(∇XY −∇∗
XY,Z) = 2g(∇(0)

X Y,Z)− 2g(∇XY,Z) ,

where ∇(0) is the Levi-Civita connection of (M, g).

By putting the associated 2-tensor T by T (X,Y, Z) = g(T(X,Y ), Z), we have

g(T(X,Y ), Z) = ∇Xg(Y,Z) .

Conversely a statistical structure (g, T ) yields a torsion-free dualistic structure
on M .
Indeed ∇ and ∇∗ defined by

∇XY = ∇(0)
X Y − 1

2
T(X,Y ) and ∇∗

XY = ∇(0)
X Y +

1

2
T(X,Y ) ,

are torsion-free connections on M that are dual to each other w.r.t. the Rie-
mannian metric g.

More generally, from such a pair (g, T ) we can define a entire family of torsion-
free connections by puting, for −1 ≤ α ≤ 1,

∇(α)
X Y = ∇(0)

X Y − α

2
T(X,Y ) ;

or locally

Γ
(α)
ijk = Γ

(0)
ijk −

α

2
Tijk ,

with
Tijk = E(∂il∂j l∂kl) = ∂i∂j∂kψ ,

where ψ is the potential function associated to the affine coordinates system.

The connections ∇(α) and ∇(−α) are the dual to each other w.r.t. g.

The torsion-free connection ∇(1) is flat on the families of exponential distribu-
tions with their Fischer metrics; it is called exponential connection, e-connection
for short. Its dual connection ∇(−1) is called mixture-connection, m-connection
for short.
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3 Dualistic structures and conformal change of
metrics

Let (M, g) be a Riemannian manifold. Homothetic changes of the metric g
preserve the dualistic structure. More precisely, if (M, g,∇,∇∗) is a statistical
manifold and g̃ = cg, with c ∈ R>0, then (M, g̃,∇,∇∗) is also a statistical
manifold. In the general case of conformal changes of the metric g we have the
following result:

Proposition 3.1
A conformal change of the Riemannian metric g preserves a dualistic structure
on (M, g) if and only if it preserves the Levi-Civita connection of g.
More precisely if (M, g,∇,∇∗) is a statistical manifold and g̃ is a conformal met-
ric to g, then (M, g̃,∇,∇∗) is a statistical manifold if and only if ∇(0) = ∇̃(0),
where ∇(0) and ∇̃(0) are the Levi-Civita connections of g and g̃ respectively.

Proof
Let (M, g,∇,∇∗) a statistical manifold and g̃ = eϕ g, with ϕ ∈ C∞(M), a
conformal metric to g. Then we have

∇(0) =
1

2
(∇+∇∗) , where ∇(0) is the Levi-Civita connection of g .

The Levi-Civita connection ∇̃(0) of g̃ is related to ∇(0) by:

∇̃(0)
X Y = ∇(0)

X Y +X(ϕ)Y + Y (ϕ)X − g(X,Y ) gradϕ , ∀ X,Y ∈ χ(M) .

Thus it holds:

∇̃(0) =
1

2
(∇+∇∗) +Kϕ ,

where Kϕ is the (1, 2)-tensor defined by

Kϕ(X,Y ) = X(ϕ)Y + Y (ϕ)X − g(X,Y ) gradϕ , ∀ X,Y ∈ χ(M) .

Therefore the connection ∇ and ∇∗ are dual with respect to g̃ if and only if
Kϕ(X,Y ) = 0 , ∀ X,Y ∈ χ(M). □

4 The Fisher metric on statistical models

Let S = {p(x; ζ) / x ∈ Ω , ζ ∈ Rn} be a set of probability distributions p(x; ζ)
defined on a measurable space Ω and parametrized by ζ ∈ Rn. The set S can
be modelled as an n-dimensional manifold by identifying an element p(x; ζ) of
S with the parameter ζ ∈ E.

The Fisher metric g on S is defined by

gij(ζ) = E[∂il(x, ζ)∂j l(x, ζ)] =
∫
Ω

p(x; ζ)∂il(x, ζ)∂j l(x, ζ) dx ,

6



with l(x, ζ) = log p(x, ζ) and ∂k = ∂
∂ζk

.

The matrix (gij) is symmetric; that is: gij = gji and is positive semidefinite.
We make it positive definite by assuming that the vectors ∂i , i = 1, · · · , n, are
linearly independent. In this case g is a Riemannian metric on S. We have also:

gij(ζ) = −E[∂i∂j l(x, ζ)] = −
∫
Ω

p(x; ζ)∂i∂j l(x, ζ) dx .

Examples 4.1
1. Let us consider multivariate Gaussian distributions

p(x, ζ) =
1√
2πσ

Πni=1 exp{−
(xi −mi)

2

2σ2
} ,

where ζ = (σ,m1, · · · ,mn) ∈ R>0 × Rn. The set M = {p(x, ζ) / x ∈ Rn ; ζ ∈
R>0×Rn} could be modelled as an (n+1)-dimensional manifold, called Takano
Gaussian space.
The components of the Fisher metric G on the Takano space are given by

Gσσ =
2n

σ2
, Gσi = Giσ = 0 and Gij =

1

σ2
δij , i, j = 1, · · · , n .

Equvalently the Fisher metric G on the Takano Gaussian space is given by

ds2 =
1

σ2
2ndσ2 + dm2

1 + · · ·+ dm2
n .

The components of α-connections on (M, G) are given by

Γ
(α)
ij,k = 0 , Γ

(α)
ij,σ =

1− α

σ3
δij , Γ

(α)
ij,k = −1 + α

σ3
δij ,

Γ
(α)
iσ,σ = Γ

(α)
σσ,i = 0 , Γ(α)

σσ,σ = −(1 + 2α)
2n

σ3
.

The corresponding α-connections on (M, G) are then:

∇(α)
∂i
∂j = δij∂σ , ∇(α)

∂i
∂σ = ∇(α)

∂σ
∂i = −1 + α

σ
∂i , ∇(α)

∂σ
∂σ = −1 + 2α

σ
∂σ .

Proposition 4.1

(M, G,∇(α)) is a space of constant curvature − (1−α)(1+α)
2n .

It follows that (G,∇(1)),∇(−1)) is a dually flat struture on the Takano Gaussian
space M.
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2. The Gamma manifold

Consider the family of gamma densities

f(x;µ;β) =
(βµ )

βxβ−1

Γ(β)
exp(−xβ

µ
) , µ > 0 , β > 0

w.r.t. to Lebesgue measure on R+.

The set G of Gamma densities could be modelled as a 2-dimensional manifold
called Gamma manifold; more precisely

G ≡ {(µ, β) ∈ R2 / µ > 0 , β > 0} = R>0 × R>0 .

The Fisher metric g is given in the (µ, β)-parametrization by

ds2 =
β

µ2
dµ2 + ϕ(β) dβ2

where ϕ(β) = ψ′(β)− 1
β with ψ(x) = Γ(x)

Γ′(x) ≈ lnx− 1
2x .

The components of the Levi-Civita connection are:

Γ111 = − β

µ3
, Γ112 = − 1

2µ2
, Γ121 = Γ211 =

1

µ3
,

Γ221 = Γ122 = Γ212 = 0 , Γ222 =
1

2
ϕ′(β) .

The components of the symmetric 3-tensor T are:

T111 =
2β

µ3
, T112 = T121 = T211 = − 1

µ2
,

T221 = T122 = T212 = 0 , T222 = ϕ′(β) .

The components of the α-connections are given by

Γα111 =
(1 + α)β

µ3
, Γα112 =

α− 1

2µ2
, Γα121 = Γα211 =

1 + α

2µ2
,

Γα122 = Γα212 = Γα221 = 0 , Γα222 =
1− α

2
ϕ′(β) .

The sectional curvature of the Gamma manifold w.r.t. the α-connection is given
by

kα =
1− α2

4

ϕ(β) + βϕ′(β)

4µ2βϕ(β)
.

We can clearly observe that the triple (g,∇(1),∇(−1)) is a dually flat structure
on the Gamma manifold.
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5 Divergence functions

Consider a set F of objects such as 2D/3D images or probability distributions,
etc. To measure the difference from one object to another in F , one defines a
function on the product F ×F , D, called divergence function, with the proper-
ties:

D(p, q) ≥ 0 ∀ p, q ∈ F and D(p, q) = 0 ⇔ p = q .

The number D(p, q) measures the “gap” of p from q and is not in general re-
versible.

Examples 5.1

1. Let (M,d) a metric space. Then D = 1
2d

2 is a divergence function on
M . This divergence is reversible; i.e. D(p, q) = D(q, p)

2. Let Ω ⊂ Rn be an open set subset and ψ a C∞-function on Ω with
∂2ψ

∂xi∂xj (x) > 0 , ∀ x ∈ Ω.
Then it holds

ψ(z)− ψ(x)− < z − x , gradψ(x) ≥ 0 .

The function D : Ω× Ω −→ R+ defined by

D(x, z) := ψ(z)− ψ(x)− ⟨z − x , gradψ(x)⟩

is a divergence function on Ω.

3. f-divergences on probability distributions

Let P = P(X) be the space of probability distributions on a measure space
X .

P(X) = {p : X −→ R+ /

∫
X
p(r) dr = 1} .

The space P is convex since for any λ ∈ [0 , 1] and p, q ∈ P, λp+ (1− λ)q ∈ P.

Let f : R+ −→ R be a convex function with f(1) = 0 and f ′′(1) = 1. The
function Df : P × P −→ R defined by

Df (p, q) =

∫
X
p(r)f(

q(r)

p(r))
dr

is a divergence function on P(X) called f -divergence.

A special family of f -divergences on P if given by the functions

fϱ(t) :=


4

1−ϱ2 (
1+t
2 − t

(1+ϱ)
2 ) ifϱ2 ̸= 1

t ln t ifϱ = 1
ln( 1t )ifϱ = −1
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For ϱ = 0 we get f0(t) = 4( 1+t2 −
√
t) and the corresponding divergence function

D0 := Df0 is called the Hellinger divergence. We have

D0(p, q) = 4(1−
∫
R

√
p(r)q′r)dr = 2

∫
R
(
√
p(r)−

√
q(r))2dr

.
We can see that d0p, q) :=

√
2D0(p, q) is a distance function on P(R) called

Hellinger distance.

For ϱ = −1, f−1(t) = ln( 1t ) and the corresponding divergence function
D−1 := Df−1

is called Kullback-Leibler divergence. We have

D−1(p, q) =

∫
R
p(r) ln

p(r)

q(r)
dr .

4. α-divergences

The α-divergence (also called α − log divergence) on a statistical manifold
(M, g,∇(α)) is locally defined by:

Dα(p, q) ≡ Dα(x(p), x(q)) :=
1

2
gij(p)∆z

i∆zj + Γijk∆z
i∆zj∆zk ,

with ∆zl = (xl(p)−xl(q)), where (xl(p))l and (xl(q))l are the affine components
of the point p and q.

The α-divergence recovers the original Riemannian metric g in the sense

∂i∂jD
α(x(p), x(q))!p=q = gij(p) .

Also from the relation between the dual connections ∇(α) and ∇(−α), we have:

Dα(p, q) = D−α(q, p) .

For α = − 1
3 , D

α is called the standard divergence.

6 Canonical divergence on a statistical manifold

Let (M, g,∇,∇∗) be a torsion-free and dually flat statistical manifold, (u1, · · · , un)
and (v1, · · · , vn) respectively the ∇-affine and the ∇∗-affine coordinates system,
ψ and ϕ the associated potential functions.

The function D :M ×M −→ R defined by

D(p, q) := ψ(p) + ϕ(q)− ui(p)vi(q)
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is a divergence function on M called canonical divergence.

The function D∗ :M ×M −→ R defined by

D∗(p, q) := ϕ(p) + ψ(q)− ui(q)v
i(p)

is also a divergence function on M called canonical dual divergence. It holds:

D∗(p, q) = D(q, p) .

We have

∂iD(p, q) = vi(p)− vi(q) and ∂
jD(p, q) = uj(q)− uj(p) .

It follows that ∂iD(p, q) and ∂jD(p, q) vanish for all i at p = q.
Also

∂i∂jD(p, q)!p=q = gij(p) and ∂i∂jD(p, q)!p=q = gij(q) .

The canonical divergence is characterized by the relation

D(p, q) +D(q, r)−D(p, r) = (ui(p)− ui(q))(vi(r)− vi(q)) ,

which can be seen as a generalization of the cosine formula in Hilbert spaces,

1

2
∥p− q∥2 + 1

2
∥q − r∥2 − 1

2
∥p− r∥2 = < p− q , r − q > (∗∗).

From the precedent characterization of the canonical divergence, it follows that:

The ∇-geodesic from q to p is given by tui(p) + (1 − t)ui(p), t ∈ [0 , 1], since
(ui)i are ∇-affine coordinates, and likewise, the ∇∗-geodesic from q to r is given
by tvj(r) + (1− t)vj(q), t ∈ [0 , 1].

If those two geodesics are orthogonal at q, then we have the Pythagoras re-
lation:

D(p, r) = D(p, q) +D(q, r) .

In particular, such a point q where these two geodesics meet orthogonally is the
point closest to p on that ∇∗-geodesic. We may therefore consider such a point
q as the orthogonal projection of p on the that latter geodesic.

By the same argument we can characterize the orthogonal projection of p onto
an autoparallel submanifold S of M by such a relation. We have

Proposition 6.1
Let S be a differentiable submanifold of M . Then q ∈ S is a stationary point of
the function Dp = D(p, .) : r ∈ S 7−→ D(p, r), if and and only if the ∇-geodesic
from p to q meets S orthogonally.
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Minima for the orthogonal projection onto a submanifold can then be char-
acterize by the following:

Let S be a ∇∗-autoparallel submanifold of M and p ∈ M . Then a point q ∈ S
satisfies

q = argminr∈S D(p, r)

if and only if the ∇-geodesic from p to q is orthogonal to S at q.

7 Warped products of dualistic structures

Several metrics on statistical models are represented as warped products like
the Fisher metric on the multivariate Gaussian distributions space (the so-called
Takano Gaussian space), the Bogoliubov-Kubo-Mori metrics, the denormaliza-
tions of the Fisher metric.

Denormalization: Let S = {p(x, η) / x ∈ X ; η ∈ Rn} be the set of probabil-
ity distributions on a set X , parameterized by η ∈ Rn. It is an n-dimensional
statistical manifold with the Fisher metric g. The denormalization of S is the
space S̃ = {tp(x, ζ) / t ∈ R>0 , p(x, ζ) ∈ S} of positive measures on X , param-
eterized by η ∈ Rn.

The space S̃ could be modeled as the warped product R>0 ×S with the metric
g̃ = 1

t dt
2 + t g.

Takano Gaussian space:

M = {p(x, ζ) / x ∈ Rn ; ζ ∈ R>0 × Rn}

with p(x, ζ) = 1√
2πσ

Πni=1 exp{−
(xi−mi)

2

2σ2 } , where ζ = (σ,m1, · · · ,mn) ∈ R>0 ×
Rn. The Takano Gaussian space is an (n + 1)-dimensional statistical manifold
that can be seen as the product R>0 × Rn with the metric g̃ = 2n

σ2 dt
2 + 1

σ2 δij .

Let (M, g)) and (N,h) be Riemannian manifolds of dimensions m and n re-
spectively, π :M ×N →M and σ :M ×N → N be the canonical projections,
and f ∈ C∞(M) be a positive smooth function. The warped product of (M, g)
and (N,h) with warping function f is the product manifold M × N endowed
with metric tensor

Gf = π∗g + (f ◦ π)2σ∗h ,

denoted by Gf = g ⊕ f2h.

The tangent space T(p,q)(M×N) at a point (p, q) ∈ M × N , is isomorph to the
direct sum TpM ⊕ TqN .
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Let LH(M) (respectivement LV (N)) be the set of all vector fields on M × N
which are horizontal lifts (respectivement vertical lifts) of vector fields on M
(respectivement on N). We have

T (M ×N) = LH(M)⊕ LV (N)

and thus a vector field A on M ×N can be written as

A = X + U, with X ∈ LH(M) and U ∈ LV (N).

Obviously
π∗(LH(M)) = TM and σ∗(LV (F )) = TN .

For any vector field X ∈ LH(M), we denote π∗(X) by X̄ and for any vector
field U ∈ LV (N), we denote σ∗(U) by Ũ . Furthermore we denote the horizontal
lift onM×N of a vector field u ∈ TM by (u)hor, and the vertical lift onM×N
of a vector field w ∈ TN by (w)ver.

Let (Gf , D,D
∗) be a dualistic structure on M × N . For X,Y ∈ LH(M) and

U, V ∈ LV (N), we put:

π∗(DXY ) = M∇X̄ Ȳ and π∗(D
∗
XY ) = M∇′

X̄ Ȳ

and
σ∗(DUV ) = N∇Ũ Ṽ and σ∗(D

∗
UV ) = N∇′

Ũ
Ṽ .

M∇ and M∇′ are affine connections on M , and N∇ and N∇′ are affine connec-
tions on N since D and D∗ are affine connections onM×N and, π :M×N −→
M and σ :M ×N −→ N the canonical projections.

Proposition 7.1
The triple (g,M∇,M∇′) is a dualistic structure onM and the triple (h,N∇,N∇′)
is a dualistic structure on N ; i.e.:

M∇′ = M∇∗ w.r.t. g and

N∇′ = N∇∗ w.r.t. h .

Proof:
Let X̄, Ȳ , Z̄ ∈ TM and X,Y, Z ∈ LH(M) their corresponding horizontal lifts
respectively. Denoting the inner product w.r.t. Gf by ⟨ , ⟩, we have:

X̄ · g(Ȳ , Z̄) ◦ π = X · ⟨Y,Z⟩
= ⟨DXY, Z⟩+ ⟨Y,D∗

XZ⟩
= g(π∗(DXY ), π∗(Z)) ◦ π + g(π∗(Y ), π∗(D

∗
XZ)) ◦ π

= [g(M∇X̄ Ȳ , Z̄) + g(Ȳ ,M∇X̄ Z̄)] ◦ π .
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Thus

X̄ · g(Ȳ , Z̄) = g(M∇X̄ Ȳ , Z̄) + g(Ȳ ,M∇X̄ Z̄) , ∀ X̄, Ȳ , Z̄ ∈ TM .

Hence M∇ and M∇′ are dual to each other w.r.t. g.
Also if Ũ , Ṽ , W̃ ∈ TN and U, V,W ∈ LV (N) their corresponding vertical lifts,
we have:

Ũ · h(Ṽ , W̃ ) ◦ σ = f−2U · ⟨V,W ⟩
= f−2[⟨DUV,W ⟩+ ⟨V,D∗

UW ⟩]
= f−2{f2h(σ∗(DUV ), σ∗(W )) + f2h(σ∗(V ), σ∗(DUW ))} ◦ σ
= [h(N∇Ũ Ṽ , W̃ ) + h(Ṽ ,N∇′

Ũ
W̃ )] ◦ σ ;

It follows then

Ũ · h(Ṽ , W̃ ) = h(N∇Ũ Ṽ , W̃ ) + h(Ṽ ,N∇′
Ũ
W̃ ) .

Hence N∇ and N∇′ are dual to each other w.r.t. h. □

In the following we construct a dualistic structure on the warped product
M ×f N from those on its base manifold M and its fiber N .

Let (g,∇,∇∗) and (h, ∇̃, ∇̃∗) be dualistic structures respectively on M and
N . for X,Y ∈ LH(M) and U, V ∈ LV (N) we put:

DXY := (∇X̄ Ȳ )hor

DXU = DUX :=
X · f
f

U

DUV := −⟨U, V ⟩
f

grad(f ◦ π) + (∇̃Ũ Ṽ )ver

and

D′
XY := (∇∗

X̄ Ȳ )hor

D′
XU = D′

UX :=
X · f
f

U

D′
UV := −⟨U, V ⟩

f
grad(f ◦ π) + (∇̃∗

Ũ
Ṽ )ver

Proposition 7.2
The triple (Gf , D,D

′) is a dualistic structure on M ×N ; that is:

D′ = D∗ w.r.t. Gf .

Proof
Let X,Y, Z ∈ LH(M) and U, V,W ∈ LV (N),

X · ⟨X,Y ⟩ = X̄ · g(Ȳ , Z̄) ◦ π
g(∇X̄ Ȳ , Z̄) ◦ π + g(Ȳ ,∇∗

X̄ Z̄) ◦ π = ⟨DXY,Z⟩+ ⟨Y,D′
XZ⟩ ,
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U · ⟨V,W ⟩ = f2Ũ · h(Ṽ , W̃ ) ◦ σ
= f2[h(∇̃Ũ Ṽ , W̃ ) + h(Ṽ , ∇̃ŨW̃ )] ◦ σ
= ⟨(∇̃Ũ Ṽ )ver,W ⟩+ ⟨V, (∇̃∗

Ũ
W̃ )ver⟩

= ⟨DUV,W ⟩+ ⟨V,D′
UW ⟩ ,

since grad f ∈ LH(M) and

DUV = −⟨U, V ⟩
f

grad f + (∇̃Ũ Ṽ )ver ,

D′
UV = −⟨U, V ⟩

f
grad f + (∇̃∗

Ũ
Ṽ )ver .

Also

U · ⟨Y,Z⟩ = 0 = ⟨DUY,Z⟩+ ⟨Y,D′
UZ⟩ , since ⟨DUY, Z⟩ = ⟨Y,D′

UZ⟩ = 0 ,

X · ⟨V,Z⟩ = 0 = ⟨DXV,Z⟩+ ⟨V,D′
XZ⟩ , since ⟨DXV,Z⟩ = ⟨V,D′

XZ⟩ = 0 ,

X · ⟨Y,W ⟩ = 0 = ⟨DXY,W ⟩+ ⟨Y,D′
XW ⟩ , since ⟨DXY,W ⟩ = ⟨Y,D′

XW ⟩ = 0 .

It follows from the relations above that:

A · ⟨B,C⟩ = 0 = ⟨DAB,WC⟩+ ⟨B,D′
AC⟩ , ∀ A,B,C ∈ T (M ×N) .

Hence D and D′ are dual, that is D′ = D∗, w.r.t. Gf □

We call the triple (Gf , D,D
∗) the dualistic structure on M × N induced from

(g,∇,∇∗) on M and (h, ∇̃, ∇̃∗) on N .

Note that if the connections ∇ , ∇∗, ∇̃ , ∇̃∗ are torsion-free, then the in-
duced connections D and D∗ are also torsion-free.
From now on all connections are assumed to be torsion-free.

Let gR , hR and R be the Riemannian curvature operators w.r.t. ∇, ∇̃ and D
respectively. For X,Y, Z ∈ LH(M) and U, V,W ∈ LV (N), it holds:

RXY Z = (gRX̄Ȳ Z̄)
hor , RV Y Z =

1

f
Hf (Y,Z)V ,

RXY U = 0 = RVWZ , RXVW =
⟨V,W ⟩
f

DX(grad f) ,

RVWU = (hRṼ ,W̃ Ũ)ver − ⟨grad f, grad f⟩
f2

(⟨V,U⟩W − ⟨W,U⟩V ) .

When the warping function f is constant it follows from the previous curvature
relations that the warped product space (M×N,Gf , D,D∗) is dually flat if and

only if (M, g,∇,∇∗) and (N,h, ∇̃, ∇̃∗) are dually flat.
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When the warping function f is non-constant, we have the following result:

Theorem 7.1:
Assume M to be connected. Then
(M × N,Gf , D,D

∗) is dually flat if and only if, (M, g,∇,∇∗) is dually flat,
grad f is a parallel vector field and (N,h) is a Riemannian manifolds of con-
stant ∇̃-sectionnal curvature k = ∥ grad f∥2.

Proof
If (g,∇,∇∗) is flat onM , grad f is a parallel vector field and (N,h) is a Rieman-
nian manifolds of constant sectionnal curvature k = ∥ grad f∥2, it is immediate
to get the result. Assume (Gf , D,D

∗) to be dually flat on M ×N .
Then from the relation RXY Z = (gRX̄Ȳ Z̄)

hor we have gR = 0; i.e. ∇ is a flat
connection.
Since the connections are torsion-free, its dual connection ∇ is also flat and
therefore (Gf ,∇,∇∗) is a flat dualistic structure on M ×N .

For X ∈ LH(M) and V,W ∈ LV (N), we have RXVW = ⟨V,W ⟩
f DX(grad f) = 0

and then
DX(grad f) = 0 , ∀ X ∈ LH(M) .

Thus grad f is a parallel vector field and then of constant norm.

Moreover for U, V,W ∈ LV (N), we haveRVWU = (hRṼ ,W̃ Ũ)ver− ⟨grad f,grad f⟩
f2 (⟨V,U⟩W−

⟨W,U⟩V ) = 0 .
Hence

hRṼ ,W̃ Ũ = ∥ grad f∥2{h(Ṽ , Ũ)W̃ − h(W̃ , Ũ)Ṽ } , ∀ U, V,W ∈ LV (N) .

Since ∥ grad f∥ is constant, it follows that (N,h) has a constant ∇̃-sectionnal
curvature equal to ∥ grad f∥2. □.

7.1 Case of cones

A cone is a warped product of R>0 with a Riemannian manifold (N,h); i.e.:
R>0 ×f N with f : R>0 −→ R>0.

Let us consider flat dualistic structures (Gf , D,D
∗) on R>0 ×N and (h, ∇̃, ∇̃∗)

on N . If (g,∇,∇∗) a dually flat structure on R>0 and f(t) = t , ∀ t ∈ R>0 ,
then

∇∂t∂t =
1

t
∂t and ∇∗

∂t∂t = −1

t
∂t with ∂t =

∂

∂t
.

7.2 Case of twisted products

The twisted product of the pseudo-Riemannian manifolds (M, g) and (N,h) is
the cartesian product M ×N endowed with the metric

Gf = π∗g + f2σ∗h ,
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where the warping function f : M ×N −→ R>0 is defined on the M ×N and
not only on M as for the warped product.

The projections of a connection of M ×f N on M and N are defined as in
the case of warped product, but the connection D on M ×f N induced by a

connection ∇ on M and a connection ∇̃ on N is defined for X,Y ∈ L(B) and
U, V ∈ L(F ) by:

DXY = ∇X̄ Ȳ ;

DXU = DUX = (X · ϕ)U ;

DUV = (∇̃Ũ Ṽ )ver + (U · ϕ)V + (V · ϕ)U − h(Ũ , Ṽ ) gradϕ

with ϕ = log f .

Torsion-free dualistic structures (∇,∇∗) on (M, g) and (∇̃, ∇̃∗) on (N,h) induce
torsion-free dualistic structures (D,D∗) on the twisted product (M × N,Gf )
and conversely the projections of a torsion-free dualistic structure (D,D∗) on
(M ×N,Gf ) are also torsion-free dualistic structures on (M, g) and (N,h).

Concerning the flatness of twisted dualistic structures, we have the following
result:

Proposition 7.3
Assume that dim N > 1 and Ric(X,U) = 0 ;∀ X ∈ LH(M) and ∀ U ∈ LV (N).
Then

(M × N,Gf , D,D
∗) is dually flat, if and only if (M, g,∇,∇∗) is dually flat

and (N,h) is a conformal to a Riemannian manifold of constant sectionnal cur-
vature.
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