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AN INTRODUCTION TO GENERALIZED YOUNG MEASURES

JAN KRISTENSEN AND BOGDAN RAITA

A common strategy for approaching difficult problems in analysis is to approximate them with simpler
problems. These can be either viscosity approximations or other regularizations of the equations, finite
dimensional (numerical) discretizations, linearizations of nonlinear problems, or minimizing sequences for
variational problems, to recall a few. The hope is then that some of the good properties of the approximate
solutions can be transferred to a solution of the original problem.

Very roughly speaking, this is usually done in two steps: First, one ensures a compactness property
of the family of approximate solutions, then one proves that a cluster point is indeed a solution of the
hard problem. If the compactness is achieved in a strong topology, then it is likely that a suitable limiting
procedure can be performed. However, it is rarely the case that one can obtain such good approximations
and, instead, compactness in a weak topology is to be expected. From a practical point of view, weak
sequential topologies are consistent with physical measurements and usually follow from relatively simple
energy estimates. Consequently, one needs to understand the interaction between the weakly convergent
sequences of approximate solutions and the nonlinearities arising inherently in a difficult problem.

In fact, it is important to understand the gap between weak and strong convergence, as the former
induces severe restrictions on the admissible nonlinearities. Also, depending on each problem, the con-
struction of the approximate problems may be dramatically different. In this course, we will illustrate the
above procedure using both PDE examples, as well as examples from the calculus of variations.

We will work under the so-called Murat—Tartar framework for compensated compactness, which
is a broad framework that encompass many interesting problems in continuum mechanics. A brief outline
of our setup is as follows:

v; = v (weakly)
(CC) Given ( @/v; = f; and f; = f (strongly) calculate the limit(s) of (®(v;)).
®:V — R is continuous (nonlinearity),

When using the term nonlinearity, we refer in principle to a non affine function, but we will not be strict
with this terminology; we can think of affine functions as degenerate nonlinearities. Here o/v; = f; are
systems of linear PDEs which represent the compensation in the problem (isolating a part of the weakly
convergent sequence that converges strongly) and we think of the linear differential operator &7 as a
compensation operator.

To illustrate the scheme above with a rough example, consider the problem of minimizing the energy
functional

over a subset of L? (Q,V), assuming that ® has quadratic growth from above and below. Such an example
is reminiscent of the Dirichlet energy, which corresponds to the case when v is a gradient and ® = 2,
We briefly recall the direct method in the calculus of variations:

(a) Since ® is bounded below, there exists a minimizing sequence v;.

(b) Since ® > ¢| - |* the minimizing sequence is bounded in L2, In particular it has a weakly convergent
subsequence v;, — v.

(¢) If we can show that & is weakly sequentially lower semi-continuous, which implies

lim inf @(vji(x))dx2/ﬂ@(v(x))dx,

11— 00 [9)

then we can conclude that v is a solution (minimizer).

The requirement in step (c) is very delicate and will be studied in detail over the duration of the course.
In particular, we will aim to persuade the reader that Young measures are particularly effective tools to
describe the restrictions that the compensation operator o/ places on the nonlinearity ®, when working in
the framework (CC).
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1. BACKGROUND

1.1. Weak/strong convergence/compactness in L” spaces. We begin by recalling the definition of
Lebesgue spaces. Let V ~ RY be a finite dimensional inner product space,  C R™ be a Borel set (often
open, bounded, with Lipschitz boundary), and 1 < p < co. The space LP(§,V) is the set of measurable
functions v: @ — V such that

Hv||€p(m = /Q [v(x)|Pdr for 1 <p<oo and |[[v|pe=(q) = esssup,cqlv(z)|.

We also recall the definition of, respectively, strong and weak(ly-*) convergence, namely:
(a) For all 1 < p < oo, we say that v; — v in LP(Q,V) if and only if ||v; — v||pr) — 0.
(b) For 1 < p < oo, we say that v; — v in LP(Q, V) (= if p = 00) if and only if

/<Uj»77>dx — /(vj))dac for all v € LPI(Q,V)7
Q Q

where p’ =p/(p —1).
We will characterize both, starting with strong convergence:
Theorem 1.1 (Vitali convergence theorem). Let 1 < p < oo, let Q@ C R™ be a Borel set of finite Lebesgue

measure, and let vj, v € LP(Q, V). Then v; — v in LP(Q, V) if and only if both of the following conditions
hold:

(a) v; = v in Z"-measure, meaning that for all € > 0 we have that
L"{z € Q: |vj(z) —v(z)| >e}) =0 asj— oo
(b) (vj) is p-uniformly integrable, meaning that

sup/ lvj(z)|Pde — 0 ast— oo.
i J{lvsI>t}

If p = 1, we will just say that the sequence is uniformly integrable, or equi-integrable. If £ (Q) = oo, a
third condition is needed, namely tightness of (v;), see, e.g., [9, Thm. 2.24]. Before we prove this cornerstone

sharp extension of the dominated convergence theorem, we will first discuss the two conditions, starting
with two simple examples to show that each assumption is necessary:

Example 1.2 (Oscillation). Let v; be the 2-periodic extension of 1 1) —1(1,2) to R and let v;(x) := v1(jz).

It is then clear that (v;) C L?(0,2) is p-uniformly integrable for any p < oo and not too difficult to see
that (v;) has no pointwisely convergent subsequence, so that (a) fails for (v;) by Proposition B.1.

Ezxample 1.3 (L2—concentration). We let v; == \/jl(oyl/j), which clearly converges in measure to 0 but is
not 2-uniformly integrable.

Convergence in measure is closely related to pointwise convergence and can be characterized using
a metric on the space of measurable functions, see Proposition B.1.

Uniform integrability will prove to be one of the most important concepts in this course, so we will
now give it a fair treatment:

Theorem 1.4 (On uniform integrability). Let Q@ C R™ be open and bounded and F C L*(,V) be a family
of functions. The following are equivalent:
(a) F is uniformly integrable, i.e.,
sup/ [v(x)|de = 0 ast— oco.
veF J{|v]>t}
(b) For all e > 0 there exists a § > 0 such that

sup/ |v(z)|dx < e  for all Borel A C Q with £"(A) < 4.

veEF
(¢) There exists a nondecreasing convex function 0: [0,00) — [0,00) such that
ot
limﬁzoo and Sup/9|v )dz < oo.
t—o0 t vEF

The statement in (c) is the so-called De la Valée Poussin criterion for uniform integrability, which is
very important because it essentially states that in order to have uniform integrability, a norm bound in
L! must be improved to an Orlicz space bound. Throughout this section, we will denote by w=L" the
n-dimensional Lebesgue measure. One reason for this is that most claims extend to finite, non-atomic,
positive Borel measures p on a measure space 2.
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Proof. (a) = (c). For each k € N, let ji > k be such that

sup/ lu|du < 27K 1,
veF Jv|>j

We further note that, since >, ;. 1(; 00)(t) < t1(j, 00)(t), We have
Z p(v] > 1) < / lu|dpu < 27k 1,
i>jk [v[>3jk
Define 0; := #{k: ji < i} for i € N, s0 6; T co. We next define an increasing, convex function
t o]
= / 0(s)ds, where 6:= 291-1[1-7@4_1).
0 i=0
Moreover, for t > 2k we have

0(t) _ 0(t) —6(0) 9(2k) Ok-1
P P = % kZoll/ k‘@kl 5 as k — oo,
so that indeed 6 is superlinear. It remains to prove the Orlicz-type bound. Let v € F and write
1+1
O(Jv]) = 29k+/ 0;dt < Zﬂk when ¢ < |v| <i+1,
6]
oo i+1
/ (Jv)dp = Z/ 6(Jv])d ZZ&W <v<i+l) ZZQ’*‘M <v<i+1l)
Slvl<itl i=0 k=0 k=0 i=k
CS == S a2 =3 S el 2k <32 =
k=0 k=0 {1: ji<k} 1=0 k> 1=0

which concludes the proof of this implication.

(¢) = (b). Convexity of 6 will not be used in the proof. There is no loss of generality in assuming
that [, 0(|v])dpu < 1 for v e F. Let ¢ > 0 and t. < 0 be such that 6(t) > 2t/c whenever ¢t > t.. Let A C Q
be a Borel set with p(A4) < §, where § < €/(2t.). Then

[ 1ol < / oldu+ [ joldp
Anfjvl<t.} Anfjol>t.}

< /0 l[v))dp < e.
(b) = (a). Let € € (0,1] and v € F. By assumption, there exists ¢ > 0 such that
(1.1) p(Ad) <6 = / lv|dp < e for all v € F.
A

We fix v € F and prove a uniform bound: decompose Q = (J/_, A;, where A; are Borel sets with u(A4;) < d.

In particular, it follows that
/ lv|dp < Z/ [vldp < me <m
Q j=0" A
so that by Chebyshev’s inequality we have, for ¢t > m/4§, that
1
plol >0 <3 [ ol < 5 <8
3 [v|>t 3

Therefore, we can take A = {|v| > ¢} in (1.1) to conclude. O
Useful applications of the De la Valée Poussin criterion include the following;:

Corollary 1.5. Let Q C R™ be open and bounded and (vj) C LI(Q,V) be a sequence of functions. Then:
(a) If

sup [ foy(o)]log(1 -+ (o)) da < oc,
J JQ

then (v;) is uniformly integrable. In particular, bounded sequences in LlogL are uniformly inte-
grable (hence relatively weakly compact in L*, see Theorem 1.12(b) below).

(b) Let 1< q<p. If F is bounded in LP(Q, V), then F is qg-uniformly integrable.
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We will also give an important sufficiency criterion for uniform integrability:

Theorem 1.6 (Vitali-Hahn-Saks). Let Q C R™ be open and bounded and (v;) C L'(Q,V) be a sequence
of functions. Suppose that

lim [ vj(xz)dz exists in 'V for all Borel A C Q.

Jj—oo A
Then (vj) is uniformly integrable.

Proof. There is no loss of generality in assuming that V = R, otherwise argue componentwise. We write
B(2) for the Borel o-algebra of subsets of .

For A, B € B(Q), we define d(A4, B) := u(AAB) = [, |14 — 1p|dpu. One can then check that d is a
complete metric on B(2)/~, where A ~ B if and only if u(AAB) = 0.

Let € > 0. For k € N, define
/(vi —’Uj)dM’ <ep,
A

which is a closed subset of B(2)/~. We claim that B(Q)/~= (Jy—, Sk. This is the case since, for each
A € B(Q), we have that ([, v;du) has a limit, hence is Cauchy, so that A € Sy, for k sufficiently large.

By the Baire category theorem, there exists £ such that Sj has non-empty interior. Hence, we can find
A € S, and r > 0 such that

Sk = {A € B(Q)/~: sup

1,52k

d(4,B) <r = sup
ij=k

/B(vi - vj)du' <e.

Since finite families of integrable functions are uniformly integrable, we can choose § € (0,7] such that
UB vjdu| < & whenever p(B) < § for all 1 < j < k.

Next, let B € B(2) have u(B) < §. We claim that [, |v;| < 6e, which suffices to conclude. To this end,
define B; := AU B and By := A\ B, so that B = B; \ Bs, d(4, B1) < ¢, and d(A, Bz) < ¢. Hence, for

J = k we have
‘/ vjd,u‘ < / vkdu‘ + /(vj —vk)du’ = / vkdu’ + / (vj — vk)du—/ (vj —vk)du‘

B B B B By B,
/ (v; — vk)d,u‘ + / (v; — vk)d,u‘ < 3e.
Bl B2

<e+
This would complete the proof if the sequence (v;) would have constant sign. To cover the case of signed
sequences, apply the previous inequality with B replaced by B N {v; < 0}:

/|vj\du=/ vjdp / vjdp
B Bﬁ{vj<0} Bﬂ{’l)j>0}

which completes the proof. O

+ < 6e,

Remark 1.7. In fact, the statement of Theorem 1.1 holds whenever we consider the Lebesgue spaces with
respect to a finite, positive, non-atomic measure p on a measure space €. To make this extension available,
recall that we will write u = Z" in the proof.

Proof of VCT, Theorem 1.1. There is no loss of generality in assuming that v = 0 and, further, that p = 1.
We first prove strong convergence. Suppose that v; — v in (u-)measure and (v;) is p-uniformly inte-
grable. Let ¢ > 0. By uniform integrability, we can choose ¢ > 0 such that

/ lvjldp < S forall J.
[v;[>t 2
Letting 0 < s < t to be determined, we write
[l [ et [ ol < o] > 9) + su(@).
lvsI<t s<|v; <t lvjl<s

We choose s < ¢/(41(€2)) and j sufficiently large so that p(|v;| > s) < e/(4t) to conclude that

[rlaus [ pldar [ juldns [ pldese
Q [v;|>t s<|vj|<t Jv;|<

iIxS

for sufficiently large j.
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Conversely, assume that v; — 0 in LY(Q; 1, V). Let € > 0. First, by Chebyshev’s inequality, we have

1
sl > 2) < 2 [ sl >0 as - oo,
Q

which implies convergence in measure. For uniform integrability, we have that there exists k € N such that

/ vjldp < / lvjlde < e
|vj|>t Q

for j > k and all t > 0. By choosing t large enough we can ensure that f|v'|>t |vjldp < e for all j < k. The
J
proof is complete. O

Having covered strong convergence in detail, we remark that it obviously implies weak convergence
by Holder’s inequality. We begin exploring the gap between the two notions. We make an additional
observation that the sequences presented in Examples 1.2 and 1.3 are also weakly(-*) convergent. This
motivates the following:

Definition 1.8 (Oscillating and concentrating sequences). Let 1 < p < 0o and v; — v in LP(Q,V) (= if
p=o00). We say that:

(a) (vj) oscillates if v; 4 v in measure.

(b) For p < oo, then (v;) concentrates in LP if (v;) is not p-uniformly integrable.

These concepts will be of particular importance in the later sections. For now, we give a description of
weak(ly-*) convergence and compactness in L?:

Proposition 1.9 (On convergence of averages, p > 1). Let Q C R™ be open and bounded and 1 < p < oo.
Then (v;) C LP(Q,V) converges weakly in LF(Q,V) to v (weakly-* if p = oo) if and only if both of the
following conditions hold:
(@) Jonqvide = [onqvde for all cubes Q C R™.
(b) sup; [[vjl|Lr (o) < oo.
This fact follows easily since, with the restriction p > 1, we have that span{1g: Q@ C Q cube} is dense
in LP/®P=Y(Q, V). It turns out that this restriction is phenomenological:

Ezercise 1.10. Find a sequence (v;) that is uniformly bounded in L'(0,1) and satisfies f; v;dt — f; vdt
for all a,b € [0,1] and some v € L'(0,1), but v; /A v in L'(0,1).

We have the following correction of Proposition 1.9 for p = 1:

Proposition 1.11 (On convergence of averages, p = 1). Let Q C R™ be open and bounded. Then
(v;) € LH(Q,V) converges weakly in L*(Q, V) to v if and only if both of the following conditions hold:

(a) Jouide = [,vdz for all cubes Q C Q.

(b) (v;) is uniformly integrable.

This is indeed a strengthening of the assumptions of Proposition 1.9 for p = 1: by the proof of Theo-
rem 1.4, we have that uniform integrability implies uniform boundedness in L' (on finite measure spaces).
The proof of Proposition 1.11 follows easily from the following criterion for weak compactness:

Theorem 1.12 (On weak(ly-*) compactness in L?). Let Q& C R™ be open and bounded, 1 < p < oo, and
F C LP(Q,V) be a family of functions. Then F is relatively weakly sequentially compact (weakly-* for
p = 00) if and only if

(a) For 1< p < oo: sup,er||v|lLr o) < 00.

(b) Forp=1: F is uniformly integrable.

The statement in (b) is the Dunford—Pettis theorem, for a proof see [2, Thm. 1.38]. The statement in
in (a) follows from the Banach—Alaoglu theorem, see the abstract compactness principle in Theorem A.2.
Obviously, this criterion is much weaker than the one for strong compactness outlined in Theorem A.3.

However, we will not be interested in weak compactness in L', due to the following reason: From the
De la Valée Poussin criterion, Theorem 1.4(c), and the Dunford—Pettis theorem 1.12(b), we see that weak
compactness in L' is equivalent with boundedness in a smaller space. We will be interested in the setting
where we have integrands ® of p-growth acting on sequences (v;) that converge weakly in L. In this
context, the sequence of nonlinear compositions (®(v;)) can only be assumed to be bounded in L'.

In this case, one expects weakly-* compactness in a space of measures, which are, roughly speaking,
dual to spaces of continuous functions (see Theorems B.9, B.10, and B.11). To record the concentration
effects of (v;), we will use a sphere compactification of V, which naturally leads to working with functionals



6 J. KRISTENSEN AND B. RAITA

belonging to the space Cy(By), the space of bounded continuous functions on the open unit ball in V. Even
though the dual of Cy(By) is understood (Theorem B.9), the space itself is not separable [9, Thm. 1.194],
so we cannot apply the Banach—Alaoglu Theorem A.2 to realize the concentration effects as weakly-*
cluster points of (v;) when identified with elements of Cyp(By)*.! Instead, we will work in C(By), which
is separable and whose dual is M(By); the discrepancy will result in significant technical difficulties to be
overcome.

Until then, we record the following consequence of Theorems B.9, B.11, and A.2:

Proposition 1.13 (On weakly-* compactness of measures). Let Q C R™ be open and bounded and (v;) C
LY(Q,V) be such that sup; [|v; |1 () < 0. Then there exists € M(Q,V) such that

(a) v; = pin M(Q,V) ~ C(Q,V)*.
(b) v; = plQ in M(Q,V) =~ Co(Q,V)*.

Ezample 1.14. To illustrate the failure of weak convergence (uniform integrability) of a weakly-* convergent
sequence of L! functions, we consider vj = jLl,1/5)u1,141/5) € L'(0,2). This example also exhibits the
discrepancy between (a) and (b) in Proposition 1.13, as we have

’Uj i\50+51 in M[O,Q] and ”Uj —*\51 in M(0,2)
In this case, p = dp + 01 charges the boundary {0, 2}.

We conclude this section by recalling the elementary remark that C(€2) can be identified with the
subspace of Cy(2) consisting of uniformly continuous function. By this we mean

(1.2) C(£2) ~ BUC(),
both endowed with the supremum norm and the isomorphism being given by restriction/unique extension.

1.2. Linear partial differential operators and their algebra. In this section we will lay out some
of the basic facts about differential operators that we will need when dealing with questions arising from
(CC). In later sections, we will work to show that the strongly convergent, PDE constrained parts of the
sequence, can be separated from the weak convergence effects of oscillation and concentration. For now,
we be begin with defining the linear partial differential operators we work with, which are of the form

(1.3) dv = Z Ap0% for v: R™ =V, where A, € Lin(V, W) whenever |a| = £.
|a|=¢

Here V, W are finite dimensional inner product spaces® and we consider multi-indices o € Ng. Therefore,
we work with vectorial linear partial differential operators on R™ from V to W that are homogeneous and
have constant coefficients (which are essentially matrices).

Extensive information about linear differential equations can be obtained by looking at the Fourier
transform in full space or at the Fourier series in the periodic setting. Recall the Schwarz space of rapidly
decreasing functions

S (R V) = {v € C*(R",V): seuﬂg) |2*0Pv(x)| < oo for all o, B € NS’} ,
2CR7
for which we define the Fourier transform

Fo=0:£eR" — A v(z)e”'$%dx  for v € .7(R™,V).
In this case, we have

Av(€) = (—1)' A (€)0(€), where /(€)= Y €A, € Lin(V, W) for £ € R".
|a|=¢

We will refer to this as the (Fourier) symbol map or characteristic polynomial of /. In the periodic
setting, we denote by T™ the n-dimensional torus, which is identified with @ = [0, 1]™. We will use the
same notation for the Fourier coefficients

v(z) = Z 0(€)e'*® forz € T" v € C®°(T",V), where 9(¢) == / v(y)e 1€Vdy.
gezn "

1Convergence in Cp(02)* is termed narrow convergence and is used in probability theory, where it is often referred to as
convergence in distribution for probability measures.

2Technically, normed structure would suffice to be able to define these operators, but we feel that this would make the
notation needlessly cumbersome.
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The strongest form of the differential constraint in (CC) is to simply consider </v; = 0, which we will
generally try to reduce to. Motivated for instance by the Fourier series, we now determine the plane wave
exact solutions. By this we mean one-dimensional objects such that

(1.4) A [f(x-€)2=0 <= fO(z-&F(€)z=0,

where £ € R", z € V, f € CY(R) (which is easily relaxed to Li,.(R)). As we will see in the introduction
to Section 4, the pairs (&, z) such that 27 (£)z = 0 holds prescribe the allowed directions of oscillation that
o/ -free plane waves are allowed to take. This motivates definining the wave cone of &/ by

Ay = U ker o7 ().
EGS"71
The following lemma presents another aspect of A :

Lemma 1.15. We have that
span A = {v(z): z € T", v € L*(T", V), Av = 0 in 2'(T", W)}.

Proof. To prove the first inclusion, it is enough to check that if &7(£)z = 0 for z € V, ¢ € S, then 2
lies in the right hand side. This follows by taking v(z) := f(x - )z where f € C°(0,1) is such that f =1
in a neighbourhood of 1/2. Then the periodic extension of v to R™ can be identified with a function in
C>°(T",V) and v(z) = z for x near £/2.
Conversely, we write the Fourier series
0=o/v(x) =i ) A((E)e'*,
gezn

so that each Fourier coefficient ©(€) is in A,. We conclude by looking at the Fourier series of v. g

The lemma above motivates one of our main standing assumptions, namely that the wave cone of &/
spans V:

(SC) spanAg = V.

This is a mild non degeneracy assumption that we will keep in mind; we will occasionally try to explain how
certain results can be extended in its absence. For now, we give some examples of differential operators:

Example 1.16. The following are all linear, homogeneous differential operators with constant coefficients:

(a) o = 0: this is the unconstrained case, which will be studied in detail in Section 3. In this case,
we have that Ay = V.

(b) If &7 is (overdetermined) elliptic, meaning that ker &7 (§) = {0} for all £ # 0. In this case, we
have by Calderén-Zygmund theory that «/v; — /v in leﬁ’p implies that v; — v in LY = when

1 < p < oo. We will prove this, assuming for simplicity that v = 0 and v; € C°(Q,V) for some

bounded open set Q C R™. We remark that the injectivity of <7 (&) is equivalent to the existence

of a left inverse of this matrix, for instance &7t (¢) = [&7*(€).a7 (€)] " .o/ *(€) for € # 0. We can then

compute in Fourier space:

Foy(6) = () A (©iy(€), 50 05(6) =i () Ty (E) = ' (fﬂ) =,

so that by the Hormander—Mikhlin multiplier theorem (see Theorem D.1) we have

(08
7 ( GE )

In this case, there are no weak convergence effects.

(¢) An important case in the calculus of variations is given by the case of gradients, i.e., taking
vj = Duj in (CC). In this case we have &/v = 0, for &/ = curl. To be precise, consider matrix
valued fields v: R” — RV*™ and define

= ||'Q{U,]‘HW7LP(]R”) — 0.
LP(R™)

lvjllLe @) < €

It is then easy to check that ker o7 (§) = im H(§) for £ # 0, where # = D. Since m({) =—10(§)®E
for u € Z(R",RY), we have that
Ay ={a®b:acRY, beR"},

the cone of rank one matrices.
A similar first order operator such that ker o/ (§) = im (&) for £ # 0 can be constructed for
the case of higher order gradients, & = DF.
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(d) Consider & = div, defined on matrix fields v: R” — R™*™. In this case, we have &/ ()M = M¢
for M € R*"*™ ¢ € R™. In this case,

Ay ={M € R™™: M¢ =0 for some & € S" '} = {M € R™"™: det M = 0}.

(e) Let &/ (v,0) = (divo,curl?d) for v, v: R™ — R™, in which case &7 (£)(z,2) = (2 - &, 2 x &), where
we wrote Z X & = (2;&; — 2;€i)i j=1,..n. It is then the case that if @/ (£)(z,Z) = 0, then Z || £, so
z-Z = 0. We have that

.....

Ay ={(2,2) eR™: 2.2 =0}

(f) Exterior derivatives of differential forms can also be expressed as first order, linear, homogeneous
partial differential operators. Many of the examples above fit in this framework.
(g) The Saint Venant compatibility operator is defined for v: R™ — R2X" by

sym

2 2 2 2
v = (0550nk + Opviy — O vjk — OkVin)i,j,hk=1,..n-

N|—

This operator is such that «7v = 0 implies v = Eu = 1 (Du + (Du)") in simply connected domains.
Here u: R™ — R™. In fact, we have that ker &7 (§) = im () for € # 0 where £ = &, so that

Ay ={a0b=1(a®b+b®a):a, beR"}.
(h) Maxwell’s equations are «/(E, B, D,H) =0, for E, D, B, H: R'*3 — R3, where
o (E,D,B,H) = (0B + curl E, div D, ;D — curl H, div B).

In the static case, when the unknowns are independent of time, this example reduces to the classical
div-curl case in (e).

(i) For v: R™ — R", let &/v = (0;v;)i;. Although this operator contains many of the entries of the
gradient (which is elliptic, i.e., falls under example (b)), it is quite wildly behaved, as we will see
later. This is already visible in the case n = 2, when &v = (91va, Jav1).

We already mentioned that there will be a need to reduce to exact constraints /v = 0. The main
technical difficulties arising subsequently are that the linear PDEs are not stable under cut off and blow
up, so that if one wants to manipulate exact solutions effectively, one can do very well with being able to
project L” fields on ker <7 boundedly. We briefly outline how we will do this in the case when v € L*(R", V),
by arguing pointwisely in Fourier space. Let

(15) To70(€) = PrOjies oy (ey9(€) for € € R,
so that, by Plancherel’s theorem

inf{||v — vo||}2: vo € L*(R™, V), vy =0 in Z'(R", W)} > / [0(&) — Tzv(€)|?dé = | v — Tpv|?da,
RTL

n

so that, as long as v € L*(R™, V), we see that 7m,v is a minimizer of the left hand side. Since the L?
multipliers are the L™ functions and the matrices Projy., () have operator norm at most one, it follows

from (1.5), that one can always define the projection operator 7, on L*(R™ V).
Nevertheless, to work on different L? spaces, the boundedness of the 0-homogeneous multiplier

Pey(§) = Projye; o) for £ € R\ {0}
is no longer sufficient. One would expect some differentiability away from zero. We have the following:

Lemma 1.17. Let &/ be an operator as in (1.3). The following are equivalent:
(a) &/ has constant rank, i.e., there exists an integer v such that rank o7 () = r for all £ # 0.
(b) Py : R™\ {0} — Lin(V,V) is a rational function.
(¢) Py :R"\ {0} — Lin(V,V) is smooth.
(d) Py: R™\ {0} — Lin(V,V) is continuous.

The only implications that requires attention are (a) = (b) and (d) = (a) since (b) = (¢) = (d)
are clear. The proof of (d) = (a) follows from the following elementary algebraic fact:

Lemma 1.18. There exists ¢ > 0 depending only on the norm on Lin(V,V) such that if Py, P» are
orthogonal projections on V, then |P; — Py| < € implies that rank P; = rank P5.

For details, see [5, Cor. 10.4.2]. To conclude the proof of Lemma 1.17, we show that (a) = (b). This
follows as a consequence of the proof of the following:
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Lemma 1.19. Let M € RNXN - Then

sym

1 ¢ :
Proj; =—— a; M*,
Jim M ao ; i
where 7 = rank M and a; are the coefficients of the characteristic polynomial xp(t) = tN=" Z::O a;tt,
where, in particular, a, =1 and ag # 0.

Proof. Let \; € R, i =1,...,r be the (possibly repeating) non-zero eigenvalues of M. We know that there
exist an orthogonal matrix P € O(N) such that M = P'DP, where M = diag(\1,...,A,0,...,0). We
infer that Q(¢) == (t — A1) ... (t = \.) = >i_ a;t’ so that

(=)™ Ay + Y aiD' = (D = MIy)... (D= Ady) = (=1)"A1 ... \pdiag(0,...,0, 1,...,1)
—_— =

i=1 7 times N —r times

where the second inequality follows by direct computation. We conclude that, since ag = (—=1)"A1 ... A # 0
asrank D =,

D aiD' = —(=1)"A; ... Apdiag(0,...,0, 1,...,1 ) = —agProj, p.
i=1

r times N—r times

We conclude by multiplying with P' to the left and by P to the right and using the fact that P*Proj;,, p P =
Proj;, as (which is an elementary exercise). |

Proof of Lemma 1.17. In view of the considerations above, it remains to prove that (a) implies (b). We
write M = &*(£)</(£), which can be identified with a symmetric N x N matrix, N :== dimV. In view of
Lemma 1.19, since M is (2¢)-homogeneous in &, one can check that a; is (2¢(IN — ¢))-homogeneous in &, so
that we can conclude that Proj;,,, 5, can be expressed as the ratio of two (2¢N)-homogeneous polynomials.
Also ap is non-zero for all £ # 0, which, together with the fact that P,y = In — Proj;,, s, concludes the
proof. O

From the proof above we can infer a very important property of constant rank operators:

Lemma 1.20 (Algebraic potentials for CR operators). Let &7 be a constant rank operator as in (1.3).
Then there exists a linear, homogeneous partial differential operator % on another finite dimensional inner
product space U such that

ker o7 (§) = im B(§) for all £ € R™\ {0}.

In particular, & also has constant rank.
Proof. Ideally, we would choose #(¢) = Py/(€), but, from the proof of Lemma 1.17, we see that Pg is

zero-homogeneous, so not a polynomial in general. In this case, # would not define a differential operator.
Instead, we read from the proof of Lemma 1.19 that, under the identification V ~ RY,

Q&)
ao(f)’

where Q, ag are (2¢N)-homogeneous polynomials, with ag # 0 away from zero and @ is RV >V -valued. We
can then choose

Poy(§) = In — <_aol(g) Zai[%*(ﬁ)%(é)]i> =

B(E) = QA (§) (€));

which defines a homogeneous linear partial differential operator. O

It is quite interesting that this result holds independently of the spanning cone condition (SC). The
converse is also true, since rank is a lower semi-continuous map on matrices, but we do not pursue this here.
We also remark that, in general, the degree of # can be very large, but this cannot be avoided. In fact, it
may be that o7 or Z have order one, but the other operator has large order, see e.g., Example 1.16(c), (g);
see also Example 1.23 below.

We will also give a strengthening of Lemma 1.19 which will have consequence in our analysis; in partic-
ular, it will enable us to turn the exact relation in Lemma 1.20 into an exact relation for smooth periodic
fields. To this end, we recall the definition of the Moore—Penrose generalized inverse AT € R™*N of a
matrix A € RY*™  which can be defined explicitly by

AT — (A| (ker A)L) on im A
0 on (im A)*,
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or, equivalently, either geometrically as the unique matrix such that
ATA = Proj,, 4=, AA" = Proj,, 4,
or algebraically by the relations
AATA=A, ATAAT = AT, (AAT)* = AAT, (ATA)" = ATA.
It is elementary to see that the three definitions are equivalent and will use this fact without mention in

the sequel. For more properties of generalized inverses we refer the reader to the monograph [5|. Here we
will refer to AT as the pseudoinverse of A, although this is not standard.

Theorem 1.21 (Decell). Let A € RN*™. Then
1 ¢ .
Al = — = g A" (AA*)1
LY e )

where the coefficients a; are as in Lemma 1.19 for M = AA*.

The important consequence of this is that the pseudoinverse of the symbol map of a constant rank
operator is an appropriate multiplier.

Corollary 1.22. Let o/ be a constant rank operator of order £. Then </T(+) € C*(R™\ {0}, Lin(W,V))
is a (—{)-homogeneous rational function.

Proof of Theorem 1.21. Apply Lemma 1.19 to M = AA* to get
1 ¢ : 1 ¢ ,
AAT =Proj, 4= —— ) a;i(AA") = ——) @ AA*(AA*)1
e S ALY = S A (4
so each term on the right hand side lies in im A. We apply Af to the left to get

1 « 4 1 « ,
At = ATAAT = — 2N ", ATAA (A4 = — =Y g A (AA%) 1,
ap ; ( ) ap ; ( )
which completes the proof. O

Before we conclude this subsection with an analytic consequence of Corollary 1.22, we display some
choices of & and # as per Example 1.16:

Ezample 1.23. One can compute explicitly to see that Examples 1.16(h) and (i) are not of constant rank.
As for the others it is easy to see that for &/ = 0 we can take & = Iy; if o is elliptic, we have that & = 0.
The other examples require more computation:

e For (¢), we have that & = curl and Z = D.

e For (d), we have that & = div and & = curl”, the adjoint of the curl operator; this can be deduced
by duality from the previous example.

e For (g), we have Z = &£, the symmetrized gradient, and & = curl curl, the Saint Venant operator.

We show that periodic o/ -free fields are in the image of %:

Lemma 1.24. Let o/, % be as in Lemma 1.20. Let v € C*(T",V) be such that /v =0 and [v = 0.
Then there exists w € C°(T",U) such that v = Bu.

The same holds true with for o/-free fields v € #(R",V); however, by taking </ to be elliptic, it is
immediate to see that the implication

dv=0in Q = v=%Bu
fails in general. In particular, to see how far is ker &7 from im % on domains, one needs to enforce special

boundary conditions or add a penalization v = PBu + h.

Proof. We can write
v() = > B(E)e",

0£E€Zn

so that &/v = 0 implies 9(§) € ker &7 (§) = im B(§) for 0 # & € Z", so that
B(E) BT (E)D(E) = Projip () 0(8) = 0(&).
We can then define, writing & for the order of 4,
u(@) = (=) Y B OuE)e ™,
0£E€Zn

so u € C*(T™, V), as the coefficients of both v and v have arbitrary polynomial decay, and Bu=v. O
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2. YOUNG MEASURES FOR OSCILLATION AND CONCENTRATION

We now introduce the formal setup for our energy functionals and weakly convergent sequences. We
freeze 1 < p < 0o and © C R” to be bounded and open with .£"(92) = 0. Certain, if not most,
statements have corresponding variants at the endpoints as well, but we will only seldom focus on that.
We look at weakly convergent sequences of vector fields

v; = v in LP(Q,V),
which are therefore uniformly bounded in L?. We consider non-autonomous integrands, by which we mean
® € C(2 x V), that satisfy a p-growth condition
|D(x,2)| < c(1+]2])P forxze, zeV.

In this case, the sequence (®(+,v;)) is bounded in L'(Q2), hence has some subsequence (that we do not
relabel) converging weakly-* in the space of measures
(I’('vvj) = poin M(Q)7

by Proposition 1.13. In particular, we can identify the limit of the energy as

/Q@(x,vj(x))dx — u(Q) as j — oo,

but this is far from satisfactory as both the subsequence and limit measure depend on the integrand ®.
The functional analytic entry point to circumvent this issue will be to view (z,v;(x)) as a sequence
of measures acting on the continuous integrands ® € C(2 x V).> We would like to have a handle of the
®-moment of the limiting distribution of (x,v;(x)). We can think of (®(x,v;(x))) as one-point statistics
for this distribution.
We would like to use our energy bounds to obtain weakly-* compactness when testing with integrands
® which lie in the natural space

G,(2, V) =¢ P C(QAxV): ||P|g =Sup ———FF— < 00 ;.
p( ) { ( X ) || ||GP(Q) (Sm,f) (1 |Z|)p

This space can be equivalently described by using the sphere compactification of V:

Vozz:=

z 1. N
———— € By with inverse By 3 Z+ 2 :=
1+ 2|

which we can use to define the linear map
T 2) = (- P e (o
— |z

which captures the behavior of the p-growth integrands in the following sense:

> for x € 1, Z € By,

Lemma 2.1. We have that T,,: G,(2,V) — Cy(2 x By) is a linear isometric isomorphism. Therefore, so
is the adjoint operator T, : Cy(€2 x By)* — G,(2,V)*.

The proof follows by algebraically checking that ||®||g, ) = [|Tp®|L>@xB,). For later use, we record
the explicit expression of the inverse, defined for ¥ € C,(Q2 x By) by
z
1z

We clarify in what sense do LP functions act on integrands:

(Tpflkll)(x,z) =14z’ ¥ (x > forz € Q,z€ V.

Lemma 2.2 (Elementary Young measures). Let v € LP(Q,V). Then v can be identified with a bounded
linear functional on G,(Q,V) via

(2.1) (v, P)g1,6, = /Q@(z,v(z))dz for ® € G,(Q,V).
We say that €, is an elementary Young measure. To prove the lemma, it is easy to see that

leullo, @y = /Q (1 + Jo(@)|)Pdz.

It is important to stress here, however, that the application v — €, is not linear. This is to say that,
for instance, sums of (elementary) Young measures are not (elementary) Young measures in general. This
alludes to the fact that the topological space of Young measures will not be a linear space.

3To be specific, Vj: @ € Q +— (z,v;(z)) acts on ® as the push-forward Vj 4 (£ LQ), but we will not focus on this aspect.
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Considering now a uniformly bounded sequence (v;) C LP(2,V), we can infer that the sequence of
elementary Young measures (&,,) is bounded in G, (€2, V)* ~ Cy(£2 x By)*, which is thus the dual of a non-
separable Banach space. In particular, we lack an appropriate compactness principle to obtain (weakly-*)
cluster points of (€,;). If this was rectified, then we could hope that such a point may encode the limiting
probability distributions of values of (v;) close to points in €.

One way to go about this is to look at the subspace of G,(£2,V) that is isomorphic to BUC(2 x By)
(recall Proposition 1.13(a) and Equation (1.2)). We can write this subspace down explicitly as

Ep(Q,V) =T, (C(Q x By)).
We can make its properties more transparent with the following:

Lemma 2.3 (On p-admissible integrands). We have that
E,(,V)={® e C(QxV): T, € BUC(Q2 X By)}
D(x,tz)
P

t—o00

= {<I> € C(QxV): ¢ (2, 2) = lim € R locally uniformly for (z,z) € Q x V} )

For ® € £, (2, V), we will term ®3° as the p-recession integrand of ®. It satisfies
PX € Ey(QYV) and O (x,t2) = PO (2,2) fort>0,z€Q, z€V,
so ®p° is itself a p-admissible integrand and is, in addition, positively p-homogeneous.

It is an elementary exercise in analysis to prove this. The p-recession integrands will enable us to capture
the LP concentration. We also record the following immediate consequence of Lemma 2.1:

Lemma 2.4. We have that T): E,(,V) — C(Q x By) is a linear isometric isomorphism. Therefore, so
is the adjoint operator T, : C(Q x By)* — E,(Q,V)".

We are now in a position to obtain a satisfactory weakly-* compactness result for elementary Young
measures, which can be viewed as dual elements of E,, by restricting their action from (2.1). We introduce
the notation

(v, @) = (€, P)Es &, = /Q@(:c,v(x))d:c for v e LP(Q,V), @ € E,(Q, V).

As a consequence of the isomorphism in Lemma 2.4, of the separability of C(€2 x By), and of the weakly-*
compactness principle in Theorem A.2, we have the following crucial basic result for this course:

Proposition 2.5 (Young measures, abstract definition). Let (v;) C LP(Q,V) satisfy sup; [|vj||lLr (o) < co.
Then there exists v € E,(Q, V)* such that €., Zvin E,(Q,V)* along a subsequence. We say that such v
is a p-Young measure (or simply Young measure) and that (v;) generates v.

As it stands, the definition of a Young measure is hardly useful. We now formulate a measure theoretic
argument to substantiate our claims above that the Young measures can be viewed as space parametrized
limiting probability distributions, see Definition 2.6 below.

For now, we will derive two necessary conditions of v € E; to be a Young measure, when viewed as a
measure on { x By. To this end, write

pi=(T) ' e CQ x By)* ~ M(Q x By).

Bear in mind that v is generated by a bounded L? sequence, so we would not expect that p can be any
measure in M(£2 x By). Let ® € E, and write

= [ a-ire (oS ) e+ [ e ),
Qx By 1- |Z‘ Qx Sy P
where Sy = 0By denotes the unit sphere in V. Writing in this way we can already get a glimpse of the
fact that the recession integrand will capture the concentration effects of (v;) as |2| — oo, i.e., |Z] — 1.
By testing the previous relation first with ® > 0 and then with ® = ¢ ® 1y for ¢ € C(Q) (in which case
$7° = 0), we obtain

(2.2) p=0in M(Q x By) and /ng(m)dx = /QXB o(x)(1 —|z|)Pdu(z, 2).

We will show that these two conditions in fact characterize Young measures. It turns out that we will be
able to say much more, namely that Young measures can be parametrized as in the following:
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Definition 2.6 (Young measures, measure theoretic definition). Let v = ((Vz)zecq, A, (V%) eq) be so that

(a) (V2)zea C M (V) is £ -measurable; this is the oscillation measure.

(b) X € M*(Q); this is the concentration measure.

(¢) (V2°)peq C M (Sy) is A-measurable; this is the concentration angle measure.
(d) the p-th moment condition [, [;, [2[Pdv,(z)dz < co must hold.

We denote the set of such parametrized measures by YP(Q, V).

To be a bit pedantic, in the definition above we should specify v, € MY (V) (resp. v2° € ML (Sy)) for
ZL™a.e. (resp. M-a.e.) x € Q). The basic terminology revolving around parametrized measures is collected
in Definition B.5. We can view a parametrized measure v € YP(£2,V) as an element of E; via the action

(2.3) (v, ) = /g;(yx,q)(x, -)>dx+/ﬁ<u;°,q>;°(x, NdA(z) for € Ey(Q, V).

It is then easy to see that indeed v € E, (£, V)* since

(v, 8) < | ®lle. @) ( [t |>P>dx+A<Q>)

and we can use the moment condition. We next show that the two definitions of Young measures that we
gave above (abstract and measure theoretic) are consistent:

Theorem 2.7 (Fundamental Theorem of Young measures). We have that

(24)  YP(QV) =T, {u € MT(Q x By): / e(x)(1 —|z])Pdp(z, 2) = /Q(p(x)dxfor p e C(Q)} .

QXBV
This set also coincides with the set of Young measures, as defined in Proposition 2.5.

Once we prove Theorem 2.7, we will mainly work with the measure theoretic Definition 2.6, as it is
explicit and displays the oscillation and concentration effects as parametrized measures. We record the fol-
lowing immediate consequence, that Y? is (sequentially) weakly-* closed in Ej and satisfies a compactness
property that fits our aim:

Corollary 2.8 (Compactness for Young measures). Let 1 < p < oo and Q C R™ be open and bounded.
Suppose that (vj) C LP(€2,V) is such that sup; [|vj||lLr(q) < 0o. Then there exists v € YP(Q,V) such that

* . .
€y, = v in Ey(Q,V)* along a subsequence, i.e.,

(2.5) / O(z,v;(x))de — / / O(x, z)dvy(z)de +/ / 0 (z, 2)dv.° (Z)dN(z)  for @ € E,(Q, V).
Q QJv aJsy
Moreover, YP(Q,V) is conver and weakly-* closed in E, (2, V)*.

The convergence in (2.5) can be interpreted loosely as the fact that “integrands of p-growth are contin-
uous with respect to weak convergence in L?, when embedded in the space of p-Young measures”. With
this in mind, we emphasize that Corollary 2.8 is the main foundational result for this course, underpinned
by most background results, as well as the functional analytic construction we presented so far.

Proof of FTYM, Theorem 2.7. We first prove (2.4). To see that Y? is contained in the right hand side, we
proceed as for the proof of (2.2) and test (2.3) first with ® > 0, then with ® = ¢ ® 1y, where ¢ € C(Q).

We now show that measures p € M(Q x By) that satisfy (2.2) can be identified with elements of
Y?(Q,V). To this end, we use the disintegration Theorem B.6 to write

p=vy®mn, fory-measurable (1n;),cq C M{(By).

We also record the Radon—-Nykodim decomposition v = y*.Z" L Q + ~*, where v* L £"™ and y* € Ll(Q).
We first rewrite (2.2) as

/@(x) (72, (1= |« ") () — 1]d$+[ o(@) (e, (1= |+ )P)dy*(z) =0 for all p € C(Q).
@ AC part @ singular part

In particular, (1., (1 -]« [)?) =0 for v*-a.e. x € Q, so that 7, is concentrated on Sy for y*-a.e. x € €.
Let now ® € E,,(€2,V), so that T,® = ®2° on {2 x Sy, and look at

(T8 (, +),me)y = ( / + / ) Ty® (2, 2)dn. (3)(1*(1)2" L 9+ 7)

_ (7‘1(35) /BVTP(I)(x’g)d%(ZO PR (/SV q>g°(x,2)dnz(2)) 5.
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This formula leads to defining the candidates for the triple:
(ve, f) = 7"(2) f( )dnz(2)  for f € Co(V)
A= %(Sv)
W, f%) = f( )dne(2) for f> € C(Sv).

It is then clear that v, € MT(V), X € M*( ), v2° € M{(Sv), and
(Tp®(2, *), Ma)y = (Va, ®(w, ) L LA+ (177, 7 (2, +)) A

To conclude, we must prove that v, is a probability measure and that the moment condition holds. To
show that v,(V) = 1, we write for ¢ € C({2) that

/Q (@) (ve, Ly)dz = /Q (@) (1~ | - )P m)dy () = /Q e [ dute. ) = /Q o(@)dz,

where the last equality follows from (2.2). For the moment condition, we simply test with ®(z,z2) =
(14 |2])P, in which case T,,® = 1g 5,. We obtain

(o Laz,) = /Q (s (L4 |+ [P}z + A(9),

which concludes the proof of this inclusion.

To conclude, we prove that the set of Young measures coincides with the right hand side of (2.4). We
already showed that the images of Young measures under (T;)*1 satisfy (2.2). To prove the converse, let
&p denote the set of elementary Young measures. We claim that the weakly-* closure of &, is convex. To

see this consider (v;)%_; C LP(Q,V) and define v := Zle t;e,, for t; >0, Zle t; = 1. We will show that
v can be approximated weakly-* in E; by a sequence of elementary Young measures.

We begin by defining characteristic functions Xl Xt in L°(Q) as j — oo. These can be constructed as
follows: Consider a partition of the unit cube @ = (0,1)™ into disjoint subsets A; such that £"(A;) = t;,
i = 1,...k and let x* be the Q-periodic extension of 14, to R™. It is then elementary to show that

X =x"0+) Xty in L°°(9) (see also the discussion of the Riemann-Lebesgue lemma in Example 2.11).
Let @ € E,(Q,V) and define

k
0j = Zxévi, so that ®(z,0;(z ZXJ (z,v;(x)),

=1

where we use the fact that (Xg) ", are characteristic functions of disjoint sets. Therefore

(es,,® Z/Xj (z, vi(z dm—)Z/tCI)xvz( ))dz = (v, @),

which indeed implies that Sp is convex, so it can be described as an intersection of halfspaces, see
Lemma C.2. To this end, we first give an explicit description of the images of elementary Young measures.
Let v € LP(Q,V), py = (T, ')*ey, and ¥ € E,(Q, V). Then

(0, U) = (T ) €0, W) = (4, T, W) = /T* U(z,v(zx ))dm—/(2(1+|v($)|)p‘1’ <~T7 1v|(ﬂc()x)> dz

+ |v
U(z, Sv(x))
_/ (1—|S’U //;V z, Zd(sl |Sv(z)|)— pS’U(l’)( )d

where we wrote Sz = Z = (1 +|2]) 71z for the sphere compactification mapping z € V to Z € By. It follows
that, in the notation of Theorem B.6, we have

(2.6) H"U - dl‘ ® 5 Swv(x)

T [Sv(@DP

We will try to eliminate the the dependence on v in the description of

0 ({uy: v eLP(Q,V)}) = {u € M(Q x By): there exist ¥, t s.t. Lin(f2 V)(,uv, U >t = (u,¥) > t} ,
veLP(£2,

where we used Lemma C.2 to write down the right hand side. Using (2.6), we see that

U(x, Z
inf  (py, V) = dz, wh = inf ———*.
verith v o F) /Q‘PO(I) %, where po() = inf 7=z

~—
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We also define Uy (x, 2) := ¥(x, 2) — po(x)(1 — |Z])? > 0. We claim that

0 ({po: v € LP(Q,V)} {MGM By): ¥ >0, /@odﬂﬁ t = <M,900®(1—|‘|)p+‘1/0>>t}~

To see this, let u € M(Q x By) lie in the right hand side. We let ¥ € C(Q2 x By) and ¢ € R be such that
(i, U) >t for all v € LP(Q, V). Let ¢y and ¥y be defined as above, so that ¥ > 0 and (dx, po) > t. By
definition of p, we have that

P+ Ty >t

{1, W) = (s 0o @ (
which proves that y lies in the convex hull of {p,}.
To conclude, let € M™T(Q2 x By) be such that

[ @ laran.2) = [ e for e C@).
QXB\V Q
Letting ¢ be such that (dz, po) >t and ¥y > 0, we write

(s 00 @ (L= [+ [)P 4+ Vo) = (dz, o) + (1, Wo) =2t +0 = 1.
This proves that Ty pu € Tyco({uy}) = €0(E,) = £, and completes the proof of the theorem. O

We next aim to give generic examples to illustrate how can one test the relation (2.3) suitably and
identify the oscillation and concentration effects. We first substantiate the claim that strong convergence
leads to trivial Young measures:

Lemma 2.9 (On strong convergence). Let v; — v in LP(Q,V). Then (v;) generates €,.

Proof. Let @ € E,(Q,V). By the Vitali convergence theorem 1.1 and Proposition B.1, we have that v,
converges .£"-a.e. to v on a subsequence. Since P is continuous, we obtain that (®(+,v;)) also converges

e., hence in measure. We also have that (v;) being p-uniformly integrable implies that (®(-,v;)) is
uniformly integrable. We conclude by Vitali’s theorem that ®(+,v;) — ®(+,v;) in L'(Q), hence (&v;, @) —
(v, @), which completes the proof. O

We also record the fact that we can use Young measures to identify a weak limit:

Lemma 2.10 (Barycenter of a Young measure). Let v; — v in LP(Q,V) generate v € YP(Q,V). Then
v(x) = U, = / 2dvg(2)  for L"-a.e. x € Q,
\

which is the center of mass (expectation) of the probability measure v,,. We say that 0 .= v, € LP(Q,V) is
the barycenter of the Young measure v.

Proof. We test (2.3) with ®(z, z) := @(x)z; for ¢ € C(Q), so ®° =0 (as p > 1), to obtain

/ o(x)v;(x dx%// x)zdv, (2)dz,

which is sufficient to conclude. O

We remark in passing that the statement of Lemma 2.10 also holds for p = 1, although for a sligtly
different reason. In the case of linear growth integrands, it would be more natural from the point of view
of compactness to consider a sequence of weakly-* convergent measures, in which case the natural of the
barycenter (which is obtained by testing with ®(x, z) = ¢(z)z;) is

v=0.L"LQ+0>XA
In that case, we have that v; Swin M(,V) implies that v = . This is consistent with Lemma 2.10 for
p =1, since weak convergence in L implies uniform integrability (Proposition 1.11), in which case A = 0.

Before we list the examples, we will indicate how one can test the duality relation (2.3) to obtain
information about each part of the triple v = ((V3)zecq, A, (V5°).eq) generated by (v;) C LP(Q,V):

(a) To identify the oscillation measures (v, ), we test with ®(z,2) = p(z)F(z), with ¢ € C.(Q) and
F € C.(V). Then 3° =0 and

<<svj,so®F>>:/Q (2)F (v, (x dx—>/ (v, F)dz.

Since in this case (F'(vj;)) is uniformly integrable, we can assume by the Dunford-Pettis Theo-
rem 1.12(b) that F(v;) — (u.,F) in L'(Q), so we can alternatively take ¢ = 1gno for cubes
@ C R™, see Proposition 1.11.
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(b) To identify the concentration (location) measure A, we test with the ®(z,z2) = ¢(z)[z[P with
¢ € C(Q). Then &3° = & and

/Q (@) o (@)Pdz = (£0,. 0 ® |+ [P) = (rp® | + [P) = /Q (@) (v, | - P)da + /Q ),
which implies that
A= M(Q)—W*— lim (|vj|”$" Q) — ({vs,
j—o0

.

Py L),

so, once we know the oscillation measure, the concentration measure is quite explicit.
(c) To identify the concentration angle measure (vg°), we simply test with p-homogeneous integrands.
Let ¢ € C(f2) and F € C(Sy), which we then extend homogeneously to

F(z) = {|Z|pF (ﬁ> 270 )

0 z=0

so we can test with ®(z, z) = ¢(z)F(z), so that ¢ = & and

/ (@) F(v;(@))dz = (€0, 0 ® F) = (1,0 ® F) = / (@) (va, )z + / (@) (22, FYdA(z),
Q Q Q

so we can determine the action (12°, F) for all F € C(Sy) and M-a.e. z € ().
We also remark that when testing with integrands of the form ® = p ® F', we need only consider functions
of x and z that are dense in their respective spaces.

We are now prepared to discuss the examples, in all of which we will have that the sequence (v;) C

LP(Q,V) generates v = ((Vy)zeq, A, (V5°)zca). We begin with a generalization of Example 1.2:

x

Ezample 2.11 (Pure oscillation, Riemann-Lebesgue lemma). Write @ := (0,1)™ and let v € LY (R™, V) be

loc
-periodic. Set v;(x) = v(jz), so that one obtains after a not entirely trivial argument that
3

[ e@F@@)ds - [ ela)F)ds for o€ CLQ) F e C¥),
Q Q

hence v, = v (Z" L Q) (recall Definition B.7). A similar computation using Item (b) above yields A = 0.
We can also use Lemma 2.10 to see that v; — JCQ vdz in LP(Q,V). Altogether, we showed that

g0, = (12" L Q)eq, 0,n/a) in E,(Q, V)"
We will refer to a Young measure that is independent of 2 € Q as a homogenous Young measure.

In the next example, we will look at a Young measure generated by a weakly-* convergent sequence, so
it falls in a setup that we did not cover explicitly. However, the example is straightforward enough to not
need further explanation:

Ezample 2.12 (Concentration in the limit). Let v; := j1(,1/;) which converges weakly-* to do in M[—-1, 1]
(see also Example 1.14). Tt is then obvious that

1 1
| e@F@@)s > [ e@FOds for p € Co(-1L1), F e C.(R),
—1 —1

so that v, = dyg. Performing the computation in Item (b) with p = 1 leads to A = dyg. As for the

concentration angle measures, the one dimensional case V = R is quite trivial: we must have vJ°® =
a(x)d_1 + b(x)d1, where a + b =1 for Md-a.e. z. In the notation of Item (c), we have the integrands

A ifz=-1 - —Az if 2 <
Fey={ ST s =0 8 S
B ifz=1 Bz if2>0

which leads, after performing the computation, to ¢(0)B = ¢(0)(aA + bB), so a =0, b = 1, hence
€v; - ((50)xe(—1,1)7 d0, (51)me[—1,1]) in El(—L 1.
In the L? case (1 < p < 00), we set 0;(z) = jl/pl(o,l/j) and can show by a similar reasoning that

g5, = ((00)ze(=1,1) 005 (01)we(-1,1)) in Ep(—1,1)%

The main difference is that the concentration effect is not visible in the weak limit, o, — 0 in LP(—1,1).
We have already seen this sequence for p = 2 in Example 1.3.

Next, we will display a concentration effect that is not visible in the weakly-* limit also for p = 1:
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Ezample 2.13 (Concentration effect). Let v; == j1/P1_y/;0) — j/P1( 1/;). With similar considerations as
in Example 2.12, we see that

Evj = ((60)x€(71,1)7 2507 (%(671 + 61))16[71,1]) in EP(_17 1>*

Much as before, with 1 < p < oo, we have that v; — 0 in LP(—1,1). Unlike in the previous Example 2.12,

we have that also for p =1, v; S 0in M([—1,1]. In particular, the sequence concentrates in two directions
in the same location, and the concentration effect of magnitude 2 is cancelled out and not visible in the
absolutely continuous limit.

So far, we only exhibited concentration at points. In the following example we showcase the fact that
the concentration location measure can be diffused, A = £ L (0, 1).

Ezample 2.14 (Diffuse concentration). Let
j—1
1
vji=jpr E 1/, .
PTIN 2 ()

It is easy to check that in this case v, = dp (similarly to Example 2.12). In fact, as we will soon see in
Theorem 2.17, this is due to the fact that v; — 0 in .#"-measure. By Item (b), we see that
j—1
— k. Tm g _ ol
A= M0, 1]-w j{n;ojgwﬁﬁ) 2L (0,1).
To determine the concentration direction measures, we use notation similar to Example 2.12:
A ifz=-1 - Alz|P if2<0
ve? =a(x)d_1 + (1 —a(x))dy and F(z):= , so F(z)= ,
> = @i+ —al@)h ) {B if 2 =1 (=) {sz if 2> 0

The relation in Item (c) leads after computation to

1 1
B/ pdx = / o(z) (a(z)A+ (1 —a(x))B)dz for ¢ € C[0,1].
0 0
In particular, we obtain that a = 0 Lebesgue-a.e., so that
> — ((50)306(0,1)7 "L (05 1)7 (61)936[0,1}) in Ep(oa 1)*

Similarly to Example 2.13, we have that for 1 < p < oo, v; — 0 in L?(0,1), whereas v, S 210 (0,1)
in M[0,1] if p = 1. Obviously, in the latter case, weak convergence in L' fails; this can be seen as a
consequence of the fact that A # 0 (see Theorem 2.18 below).

A modification of Example 2.14 gives the following multi-dimensional example:

FEzxample 2.15. Let

vi(z) = j% Z 1(1 1‘;+L) (x) (COS(Q?Tj2Z‘, sin(27rj2m)) ,
in which case
e, = ((00)ze(0.1), L™ L(0,1), (AL SY0epny) inE,((0,1),R?)".

We conclude this segment of examples with a direct proof of the fact that any A € M*(Q) can arise as
a concentration location measure (of course, this also follows from the generation part of Theorem 2.7).

Ezample 2.16 (On the arbitrariness of concentration measures). We begin with a generalization of Exam-
ples 2.12 and 2.13. Let Q C R™ be a bounded open set, o € Q, and v € C°(R™) have ||v||L» = 1. We
define v;(z) :== j*/Pv(j(z — x0)) for x € Q, so that ||v;||Lr(q) = 1 for sufficiently large j. Much like in the
previous three examples, we have that v, = Jp. It is not too difficult then to see that A = d,, and

Uy = ( / n (v+)pdx> 51+ ( / n(v)pdx> 5.

Let now A € MT(Q) be approximated weakly-* by measures
N =110, + oo F 0, =0t .t = AQ).

y choosing sequences vi(x) = j"/Pv*(j(x — x;)) starting with v* € , we can generate
By choosi ; /Py tart th v* € C(R™)* t

eur = Vi == ((0)aeca, My (01)scq) 0 Ey(Q)" as j — oo,
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so that v; € YP(). It is then a matter of checking definitions to see that v; = v = ((dp)zea, A, (01)sen)
in E,(Q)*, so that indeed v € YP(2), proving our assertion.

We will next formalize two important ideas that are already noticeable in the examples above:

Theorem 2.17 (No oscillation — convergence in measure). Let (v;) C LP(Q,V) generate v € YP(Q,V).
Then v; — v in L"-measure if and only if v(z) = Uy and v, = 0p, for L"-a.e. x € (.
Moreover, let v; € L°(Q,V) be such that v; — 0; — 0 in £"-measure. Then

(2.7) /ng(x)F(ﬁj(x))dx — A@(m)(VI,F>dx for ¢ € C(Q), F € C.(V).

The converse to the second part is false, as can be seen from looking at vj(z) := sin(jz) and 0;(x) =
sin(2jx), which are both covered by Example 2.11 and generate the same Young measure, but v; —0; does
not converge to zero in measure.

Theorem 2.18 (No concentration — uniform integrability). Let (v;) C LP(Q,V) generate v € YP(Q2,V)
and ® € E,(Q,V). Then (®(+,v;)) is uniformly integrable if and only if

(2.8) (|@2°(x, )|, v°) =0 for A-a.e. x €.
In particular, (vj) is p-uniformly integrable if and only if A = 0.

Furthermore, if (0;) C LP(Q,V) generate ¥ € YP(Q,V) is such that (v; — ;) is p-uniformly integrable,
then A\, = A\p(=: \) and v° = 02° for A-a.e. x € Q.

Here we can include p = 1 without any modification.

Remark 2.19 (On Exercise 1.10). As a consequence of Theorem 2.18, we can give an answer to Exercise 1.10:
One checks directly that the averages converge for the sequence (v;) defined in Example 2.14. The sequence
is then not p-uniformly integrable since A #Z 0 by Theorem 2.18 (this can also be checked separately).
Finally, this implies that (v;) cannot converge weakly in L! by Proposition 1.11.

Proof of Theorem 2.17. We first assume that v; — v in Z"-measure and test v against & = ¢ ® F,
p € Ce(), F € Cc(V). We have that (®(-,v;)) is uniformly integrable and converges in measure, so that
by Vitali’s convergence theorem, we have that

/ () F(vj(z))dr — / o(z)F(v(x))dz.
Q Q
On the other hand, we have that

(0.9) = [ ol@)(w. P,

so that F'(v(z)) = (vy, F) for £™-a.e. x € Q, which proves this implication.

Conversely, suppose that v, = d,(,), where v(z) = 7,, for Z™-a.e. x € Q. We claim that v; — v in
Z"-measure. We have that v € LP(Q, V) by the moment condition (see also Lemma 2.10). Let ¢ > 0 and
0 € C(Q,V) be such that ||v—17||1£p(9) < e. We will test v with the integrand ®(z, z) := min{1, |z—o(z) P},
which is clearly p-admissible and ®;° = 0. We have

/ min{1, |vj(z) — 0(z)[P}dz = (e,,, P) — (v, P) = / min{1, [v(z) — ¥(z)|P}dx < e.
Q Q

Therefore [, min{1,|v;(z) — v(x)[’}dz — 0, so that min{1,|v; — v[} — 0 in measure, which suffices to
conclude the proof of the equivalence.

It remains to prove (2.7), to which end we let ¢ € C(Q2) and F' € C.(V). Since F is uniformly continuous,
we infer that F'(v;) — F(9;) — 0 in measure, so that we can use Vitali’s theorem again to deduce that

/Q () F (5 () da = /Q (@) F (v (2))dz + / (@) (F(5;(2)) — F(oy())) dz - / (@) vz, F)dz,
and the proof is complete. O

Proof of Theorem 2.18. We first observe that we can assume without loss of generality that ® > 0, since
(®(+,v;)) is uniformly integrable if and only if (|®(+,v;))| is and [®5°] = |5

Secondly, consider the truncated integrands ®; := min{®,¢} for ¢t > 0. Let ¢ € C(Q)7, so that we can
infer p(® — ®;) € E; and (¢(® — ®4));° = p®5° and we have

/Q<P($)<V§°7¢§°(x7 ))dA(z) = lim [ (P — ‘I’t)(wvj)dx—/ P(x) (v, (& — @) (2, +))da.

Jj—oo Jo Q
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We have that ® — ®; | 0 pointwisely, so that we can infer from the monotone convergence theorem that
the second integral converges to zero as t 1 co. We note that ® — &, = (® — )", so

(2.9) /Q(p(x)(ygo,fbgo(:z:, NdA(z) = lim lim O(P(+,v;5) — t)Tdz,

t—o0 j—oo Jo

Suppose that (®(-,v;)) is uniformly integrable, so we can deduce from (2.9) that

0< [ (@0~ e < lplumioy [ (@0~ e < folimsm [ B,
Q D(+,v5)>t J JP(e,v5)>t
which converges to zero by assumption. The proof of this implication is complete.
Conversely, suppose that (2.8) holds and aim to show that (®(,v;)) is uniformly integrable. Let € > 0
and abbreviate f; = ®(+,v;). We infer from (2.9) with ¢ = 1 that there exists t. such that for t > ¢,
we have that

lim [ (f; —t)Tdz <e.

Jj—o00 Q

In particular, there exists j. such that for j > j. we have

/(fj —t)tdz <2 so sup / (f; —to)tde < 2e.
Q Q

JZ2Jje

By increasing t. if necessary, we can therefore prove that

(2.10) sup/ (fj —t)Tdz -0 ast— oo.
Jj Ja

It remains to prove that this is sufficient to have that (f;) is uniformly integrable. First note that

t t
720 (fj - ) d,
2 £>t)2 2

so that

fide <tZL7(f; > 1) +/

fj >t

(f; —t)de < 2/f.>t/2 (fj — ;) dz + /fpt(fj — t)dz,

fi>t j
which converges to zero by (2.10). This proves that (®(+,v;)) is uniformly integrable.
To prove the last claim in the statement, we fix ¢ € C(Q2) and F € C(Sy). To capture the LP-

concentration without oscillation effects, we define the integrands

Fi(z) = {((|Z|_k)+)pF<z) 2750’
0 P

and, further, ®y(z, (z,2")) = p(x) (Fi(z) — F(2)), so that &) € E,(Q, V?) and
(@r)p° (2, (2,2")) = () (Fo(2) — Fo(2')) -

Since (vj,?;) is bounded in LP(€2,V?), we have from Corollary 2.8 that it generates a Young measure
n € YP(Q,V?). By uniform integrability of (v; —@;), we have that (®y(+, (v;,9;))); is uniformly integrable,
so we can apply the first part of the theorem to get

/ Py (x, (vj(x),0;(z)))dz — /(nx, O (z, +))dx = / o)z, Fr, ® 1y — 1y ® Fy)dax — 0,

Q Q Q

where the first convergence is as j — oo and the second, which follows from the dominated convergence
theorem, is as k — co. We can also write

/Q By, (v (x), 55()))dr — /Q (@) (e, Fi)da + / (@) (22, (F) YA (2)

Q
- / (@) (2, Fi)de — / (@) (722, (F)F)dAs(2) as j = oo
Q Q
Letting kK — oo, we obtain that

0= / (@) (22, F)dAy () — / o (2)(72°, F)dAs (a),

Q Q
which is enough to conclude. 0

Before moving on to the next section, we prove a decomposition lemma which states that we can
decouple oscillation from concentration:
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Lemma 2.20 (The unconstrained decomposition lemma). Let (v;) C LP(2,V) generate v € YP(Q,V) and
write v(x) = Uy for L"-a.e. x € Q. Then there exist (g;), (b;) C LP(Q,V) such that

vj = v+ gj +bj,

g;, bj = 0 in LP(Q,V),

(g5) is p-uniformly integrable,

b; = 0 in L™ -measure.
Therefore, we have that

(v+g;) generates ((Vz)zeq, 0,n/a) and (b;) generates ((do)zec, A, (V5°)req) -
Sketch. We will use the truncation maps
T {z |2] € « ’
kg 2l >«

which we use to define the integrands ®,(z) := |74 2|7, which are clearly in E, (€, V) with null recession
function, so that

lim lim / [Tavj|Pde = lim /<V£,|7:¥‘p>dl‘:/<1/m, Pyda.
a—00 j—oo [ a—oo [ Q

By a diagonalization argument, we establish that there exists a sequence a; — oo as j — 0o such that

lim / |’7:,jvj|pd:r :/<1/$,| - [PYdax.
j—oo Jq Q
We define g; := To,v; — v and bj = v; — T, v; and check the desired properties. O

A complete proof will be given in Section 5, when we investigate the case under differential constraints.
Lemma 5.3 reduces to the unconstrained case above when A = 0.
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3. WEAKLY SEQUENTIAL (LOWER SEMI—)CONTINUITY: THE UNCONSTRAINED CASE

In this section, we will mainly investigate the claim that convexity of an integrand is equivalent with
weak sequential* lower semi-continuity of this integrand on LP. We again freeze the exponent 1 < p < oo
and domain Q C R™ to be bounded and open with Z"(92) = 0. Along the same lines, we will
work with normal integrands F: Q x V — R, by which we mean (jointly) Borel measurable, such that
V 3z F(x,z) is lower semi-continuous for Z™-a.e. x € Q. If both +£F are normal, we will say that F’
is a Carathéodory integrand. We will assume that the integrands satisfy a p-growth condition

(G-p) |F(z,2)] < (14 |z|)P for L"-ae. x€Qandall ze€V.

Of course, these classes of integrands are much larger than the classes E, C G, € C(2 x V). Our primary
goal in this section will be to show that Young measure techniques enable us to deal with the measurable z-
dependence with ease, a natural complication which is quite difficult to circumvent with other real analysis
techniques. We emphasize that, as a corollary of the main results, we will essentially be able to look not
only at open domains €2, but general measurable sets.

We will study the lower semi-continuity of the integrals of F', namely

j—o0

(3.1) v; = vin LP(QV) = liminf/QF(x,vj(x))dx > /QF(J:,U(JC))dm.

We first sketch the necessity of convexity. From the proof of Theorem 2.7, we have that there exist
characteristic functions x; such that y; = 6 € L>®(Q), where 6 € [0,1]. We also let v, o € L>(Q,V) and
note that

(3.2) X0+ (1 —x;)0 = 60v+(1—0)5 in L®(Q,V).

Plugging this sequence in (3.1), we obtain

/QF (x,0v(z) + (1 - 0)0(x))dr < liminf | x;(x)F (z,v(z)) + (1 — x;(x))F (z,0(x)) dz

J—=0 Jo
:/QQF(x,v(x))—i-(1—9)F(:1c7f)(x))dx.

Since this inequality holds for any (v, ©) € L>(2,V?), we have (for instance, from [9, Prop. 6.24]) that
F(x,0z+ (1—-0)2") <OF(z,2)+ (1 —0)F(x,2') for £™a.e. z€Qandall z, 2/ €V.
The main result of this section will be to establish the converse:

Theorem 3.1 (L? LSC, non-negative integrands). Let 1 < p < oo and  C R™ be bounded and open,
and F: Q xV — [0,00) be a normal integrand satisfying (G-p). Suppose that z — F(x,z) is convex for
L"-a.e. x € Q. Then F is weakly sequentially lower semi-continuous on LP(Q,V), i.e., (3.1) holds.

In other words, under very mild conditions, convexity implies lower semi-continuity. Such a statement
or inexpensive modifications appears as part of numerous results in analysis. The proof that we will give
uses Young measures and will be very robust and will revolve around the idea of suitably approximating
the measurable integrands with (continuous) p-admissible integrands.

We list some of the results that are interesting in their own right and will prove as intermediate steps for
the proof of Theorem 3.1. We begin with a lower semi-continuity result on the space of Young measures,
for positive normal integrands:

Proposition 3.2 (YM LSC, normal integrands). Let 1 < p < co and Q C R™ be bounded and open, and
F:QxV—=1[0,00) be a normal integrand of p-growth. Let (v;) C L(Q,V) generate v € YP(Q,V). Then

liminf/ F(z,vj(x))dz > / (Vg, F(z, +))dx.
Jj—o0 Q Q

The proof of Theorem 3.1 follows from Propostion 3.2, Jensen’s inequality, and Lemma 2.10. To
prove Proposition 3.2, we employ the following lower semi-continuity result for signed, jointly lower semi-
continuous integrands:

“We remark briefly that strong sequential lower semi-continuity of an integrand on LP is equivalent with lower semi-
continuity of the integrand in the second variable. This motivates the definition of the normal integrands that we work with
in this section. We do not pursue this result here, but refer the reader to [9, Sec. 6.4.1].
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Proposition 3.3 (YM LSC, jointly LSC integrands). Let 1 < p < oo and Q C R™ be bounded and open,
and F: QxV — R be a lower semi-continuous integrand that satisfies F(x,z) = —c(1+|2])? for all x € Q,
z€V. Let (v;) CLP(Q,V) generate v € YP(2,V). Then

li_minf/ F(z,v;(x))dz > /(VI,F(x, < ))dx + / (ve°, Hp(z, +))dA (),
Jj—00 QO Q Q
where Hr: Q@ x V= R U {oc} is the lower recession function of F, defined by

F(a',t2
Hp(z,z) = lim inf P, t)
(z’,2" ,t)—(z,2,00) tP

forzeQ, zeV.
It is clear that in the absence of a growth bound from above, a recession function for F' cannot be
defined. We will use this proposition and a Luzin type result to prove Proposition 3.2:

Proof of Proposition 3.2. We use Lemma B.2 to find an increasing sequence of compact subsets C, C 2
such that .£™(Q\ C%) < 1/k and the restriction of F' to Cj x V is lower semi-continuous. In particular,
the integrand Fj, := 1¢, F satisfies the assumptions of Proposition 3.3 with Hp, > 0, so that

liminf/QF(a:,vj(x))da: hmmf/QFk(:c v](a:))dac>/ (va, F(x ,-))dx+/<uw,HFk(x,-))d)\(m)

Jj—o0 Jj—oo Q
2/ (Ve F dm—>/ Vo, F ))de as k — oo,
where the last convergence follows by the monotone convergence theorem. The proof is complete. O

It remains to prove Proposition 3.3, which follows from the monotone convergence theorem and the
following precise approximation result:

Theorem 3.4 (Approximation of LSC integrands). Let 1 < p < oo and Q C R™ be bounded and measur-
able, and F: Q@ xV — R be a lower semi-continuous integrand that satisfies F(x,z) = —c(1+ |z])? for all
x €Q, z€ V. Then there exists a sequence () C E,(R™, V) such that

Dy (x,2) T F(x,2) for (#,2) €QAxV and (®p);%(x,2) T Hp(x,2) for (z,2) € A x V.
Proof. We begin by defining

TF(z,2) = (1—|Z))PF <x, 1Z|é|) for x € Q, Z € By.

This is formally the same map as the transformation 7}, defined in Section 2. We suppress the subscript
both for simplicity and to keep the definition of T, consistent throughout the document. Then TF is
lower semi-continuous (as a composition of lower semi-continous and continuous functions) and TF > —c
in Q x By. We can then define

lim inf TF(z',Z") (x,2) €Qx By
G(x,2)

Qo' —x, BydZ' —Z ,
00 (2',2") € (R™\ Q) x By
so that G is the lower semi-continuous envelope of

é(l’ 2) . TF(,T,%) (;1372) € O x By
o (2,2) € (R" x By) \ (2 x By)’

meaning that G is the largest lower semi-continuous function that is smaller than G.
_ It is easy to see that G = T'F on Q X By, so that G > —c on 2 X By. We claim that G = Hp on
Q x Sy. We let z € Sy and = € 2 and argue sequentially, considering Q 3 z; — x and By > z; — 2. First,
let t; — oo and look at
F(xj,tz; 1 P t;z

liminfM =liminf [ — + |2;| ) TF |y, L L B S G(z,2),

j—o0 tj j—00 tj P12
so that Hp > G. Conversely, choosing z;, z; such that in addition TF(z;,2;) — G(z,z), we choose
t; =1/(1— |zj]) = oo to get that

F(zj,tiz; -
lim inf M =liminf TF(zj,2;) = G(z, 2),
so that Hr < G. We conclude that G = Hp on ) x Sy.
It remains to find a suitable approximation from below of G by continuous functions. Take

Gi(x,2) =sup{G(2',Z) — k(lzr —2'| + |2 - Z|): 2’ € Q,7 € By} forx € R", Z € By.
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One then checks that G}, is k-Lipschitz and G 1 G as k — oo on €2 X By and defines
Dy (x, 2) = (14 [2])" G (xa 1+Zz|) = Tp_le(m,z) forz e R", z €V,

which satisfies @ € E,(R™, V), &, 1 F on Q x V, and ®° + Hr on Q x Sy. O

Roughly speaking, the main difficulty in the proof of Theorem 3.1 was to deal with the concentration
effect, which was achieved by requiring the integrand to be bounded from below. The other way to ensure
is to rule out this effect by requiring a suitable uniform integrability property. We will view this as a
continuity result for Young measures:

Theorem 3.5 (Oscillation YM continuity). Let 1 < p < oo and @ C R™ be bounded and open, A C Q
be measurable, and F: Q& x V — R be a Carathéodory integrand. Let (v;) C LP(Q,V) generate ¢ Young
measures v and be such that (F(+,v;)) is uniformly integrable on A. Then

(3.3) / F(z,vj(x))de — / Vg, F(z, +))dz < o0.
A A
Conversely, suppose that F' > 0. Then (3.3) implies that (F(+,v;)) is uniformly integrable on A.

One can then conclude from Theorem 3.5 that we have lower semi-continuity on L for convex integrands
by using Jensen’s inequality as in the proof of Theorem 3.1:

Corollary 3.6 (L? LSC, no concentration). Let F, 2, p be as in the statement of Theorem 3.5. Assume in
addition that F is convex in the second variable, as in Theorem 3.1. If (v;) C LP(Q,V) converges weakly
to v and is such that (F(+,v;)7) is uniformly integrable, then

liminf [ F(z,vj(z))dz > / F(z,v(z))dz.
Proof of Theorem 8.5. We first assume that (F(+,v;)) is uniformly integrable on A. There is no loss in
generality in assuming that A = Q, otherwise replace F' by 14F and that F > 0, otherwise treat F*
separately.

Let € > 0 so that for k > k. we have that

sup/ F(-,vj)dr <e.
J F(+,v;)>k

For each k, we also truncate the integrand at level k by setting Fj = min{F, k}, so that Fj is clearly
Carathéodory, 0 < Fj, < k, and

<e fork>k..

/F(-,vj)—Fk(-,vj)dx
Q

We then apply Theorems B.3 and B.4 successively to obtain a compact set C. C € and continuous
integrands G, € C(R™ x V) such that £™(Q\ C;) < e/k, Gy, = F, on C. x V, and 0 < Gy, < k. It follows
that Gy, € E,(Q2,V) and (Gg);° =0, so that

(3.4) lim [ Gi(z,v,(x))de = /Q<Vm,Gk(:v, +))yde.

j—o0 Q

We look at the right hand side and aim to let & — co. We have that

/<Vm, Gi(z, *)) — (Va, F(z, +))dx
Q

<[ nlGe - Fil(e, o <,
Q\Ce
By the monotone convergence theorem, we have that

klirglo Q(%,Fk(% Ndx = /Q<UJC,F(:1C7 )yda.

Concerning the left hand side of (3.4), we have that for k > k.

[ o v3() = Pl vy () do
Q

< /Q\cs |Gr(@,vj () = Fi(x,v;())|da

+/ (F(z,v;(x)) — k)de < 2e.
F(-,’Uj)>k7

Collecting the facts above, we obtain the claimed convergence.
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Conversely, suppose that (3.3) holds and let F C A be a Borel set. By replacing F' with 1gF and
14\ gF viewed as integrands on §2, we can apply Theorem 3.2 to infer that

liminf [ F(z,v;(z))dz > / Vo, F(z, +))dz, lminf F(z,v;(x))dz 2/ Ve, F(z, «))dz.
170 JE E 170 JA\E A\E

Using (3.3), we have that

/A\E<Vm,F(a:, -)>dx+/ Ve, F(x, +))dx gliminf/A\EF(x,vj(x))dx+li_minf/EF(x,vj(x))dx

E Jj—o0 Jj—o0

glimianF(m,vj(x))dm:/A%,F(x, )ydz,

j—o0
which implies that, on a subsequence,
lim [ F(e,v())ds = / (Ve F(z, ))dz.
Since the limit is independent of the subsequence, the convergence holds along the full sequence. Since the
right hand side is finite by assumption, we can conclude by Theorem 1.6. |

Finally, we make the simple observation already present in the proof above that most of the results of
this section are valid also for variational integrals defined only on measurable sets:

Corollary 3.7. Let A C R™ be bounded and measurable and F: A xV — R be an integrand that is
normal/Carathéodory/convex in the second variable integrand. Also consider an immaterial bounded open
set QD A. Then 14F: QxV — R is itself a normal/Carathéodory/convez in the second variable integrand
respectively, so that Theorem 3.1, Proposition 3.2, Proposition 8.3, and Corollary 3.6 hold for variational
integrals

v /A Pz, v(x))da.

We aim to give similar lower semi-continuity results when the weakly convergent sequence satisfies linear
partial differential constraints, as we indicated in the rough framework (CC). We will see in Section 5 that
the class of integrands for which the variational integrals are lower semi-continuous in this case is much
richer than the class of convex integrands. Before we dive into this, we will examine the case of weak
sequential continuity, where we will see that the structure is much more rigid and that most integrands
with good continuity properties are explicitly computable.
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4. WEAK SEQUENTIAL CONTINUITY: CONSTANT RANK CONSTRAINTS AND QUADRATIC CASE

We will make an interlude to discuss elementary proofs of weak continuity claims under differential
constraints, as introduced in the set up (CC). Specifically, we will look at which nonlinear quantities are
sequentially continuous when applied to a weakly convergent sequence in L” which can be decomposed into
a strongly convergent, PDE constrained part, and a part which might exhibit oscillation and concentration
effects. Our main question is to identify the (polynomial) autonomous integrands F': V — R such that

v; = in LP(Q,V)

WC
(WO) vy — v in W EP(Q,W)

} = F(v;) > F(v) in 2'(Q).
Here <7 is as in (1.3), 2 C R™ is bounded and open, and 1 < p < oo will be correlated with the growth
of the integrand later. We will see that for p large enough, the class of integrands satisfying (WC) is
independent of p. We also recall the definition of W~%?(€, W), as the linear dual of Wg’p/(pfl) (Q, W), the
closure of the space Z(Q, W) = C2°(Q, W) in the respective Sobolev norm. See also Section D.

First, we examine necessary conditions for lower semi-continuity, cf. (3.1). Assume for simplicity that
F is continuous. Then, we would like to test for convexity with functions similar to the oscillatory sequence
defined in (3.2). Since the integrand is autonomous, we can simply test with plane waves of the form

vj(w) = f(jz - &), where f is the 1-periodic extension of x(0,9)21 + X(0,1)22

for some 21, z9 € Vand 6 € (0,1). We then know from the Riemann—Lebesgue lemma, Exercise 2.11, that

v; = 0z 4+ (1 —0)z9 in LP(Q,V) and F(vj)dz — Z"(Q) [0F (z1) + (1 — 6)F(22)]
Q
We require in addition that «7v; = 0, or equivalently, using (1.4), o/(£)(z1 — z2) = 0. Therefore, assuming
lower semi-continuity, we obtain that

(4.1) OF(z1)+ (1 —0)F(z2) > F(021 + (1 —0)z2) whenever z; — 20 € Ay.

In other words, although lower semi-continuity along all weakly convergent sequences implies convexity
of the integrand, lower semi-continuity along PDE constrained sequences implies convexity only in the
directions of the wave cone; in this case, we say that F' is A -convez. It easily follows from Theorem 4.5
that this result is sharp, in particular, one cannot hope for convexity unless A, =V, so &/ = 0, which is
the unconstrained case of Section 3.

However, unlike in Section 3, it is not the case that the A -convexity condition (4.1) is sufficient for
lower semi-continuity along PDE constrained sequences (in general). This has been one of the outstanding
problems in the calculus of variations for many years. On the other hand, finding explicit and relevant
(classes of) examples of directionally convex functionals satisfying lower semi-continuity properties is a
widely unexplored topic in the field. Both these avenues lead beyond the scope of this course. We will
however formulate a necessary and sufficient condition, which is unwieldy for the study of weak lower
semi-continuity but can be made explicit in the study of weak continuity:

Proposition 4.1. Let Q be bounded, open, and F € C(V), satisfy

v; = v in L®(Q,V), ov; =0 in 2'(Q,W) = lljrrigf QF(’Uj)d(E > /QF(v)dx.
Then F is of -quasiconvex, i.e.,
(4.2) /QF(Z +ov(z))dz > F(z) forzeV,ve C®(T"V), #v=0, /dex =0,
where Q@ = (0,1)™ can be identified with the torus T™.

To prove this, one takes z, v as in (4.2) and defines v;(z) := z+v(jx) which converges weakly-* to z, so
that the Riemann-Lebesgue lemma yields the conclusion. It is then very easy to infer from this result that
the weak continuity condition in (WC) implies that +F' is «7/-quasiconvex. This motivates the following:

Definition 4.2. We say that an integrand F: V — R is o/ -quasiaffine if and only if

/F(z—l—v(;v))dx:F(z) for z €V, veC®(T",V), dsz,/vdsz.
Q Q

The main aim of this section is to prove that for very broad classes of operators we have that quasiaffinity
implies (WC). We henceforth assume that </ satisfies the spanning cone condition (SC).

Lemma 4.3. Let F be o -quasiaffine. Then F' is o -quasiaffine, F is a polynomial, and each homogeneous
component of F is o -quasiaffine.
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In what follows, we will work only with s-homogeneous quasiaffine polynomials; we will denote the
integrands by F' = P in this case. To prove the lemma, we will be using the following:

Ezercise 4.4. Let F be «f-quasiconvex. Then F is A -convex, i.e., (4.1) holds.

Proof of Lemma 4.3. By Exercise 4.4, we have that F' is Ag/-affine. Since A,/ spans V, we can express the
coordinates of z = (21,...,2n) € V in a basis contained in A, . Since F is affine in the zy direction, we
can write F(z1,...,28) = G(21,...,28v-1)2n + H(z1,...,2n_1). Since the restriction of F' to {zny = 0} is
also affine in the 21, ..., zxy_1 directions, we conclude that H is affine in all these directions. So is G, since
F restricted to {zy = 1} is also affine in the 21, ..., 2zy_1 directions. We can thus argue by induction.

Since F' is locally Lipschitz, the fact that F’ is &/-quasiaffine follows from an elementary application of
the dominated convergence theorem.

Now let t € R, z € V, and v € C*°(T",V) with [v = 0 and /v = 0. We also write F = >, _ P
where P}, is a h-homogeneous polynomial. Then we have that

F(tz):/nF(tz—Ftv x, SO ZthPh Zth/ Py(z+v(x))de,

which is a polynomial in ¢ € R. Identifying coefficients implies that each P, is 7-quasiaffine. O

We have seen that by Proposition 4.1 and Lemma 4.3 we have that weak continuity (WC) implies that
the integrand is an @7-quasiaffine polynomial which can be assumed homogeneous. We will now show that
the converse is also true in great generality. We begin with the case of quadratic forms:

Theorem 4.5 (Weak continuity, quadratic theorem). Let P be an < -quasiaffine quadratic form. Then
(WC) holds with F = P and p = 2.

This result follows from a slightly more general lower semi-continuity statement:

Theorem 4.6 (LSC for quadratic forms). Let P be a quadratic form. The following are equivalent:
(a) P is o -quasiconvex.
(b) P is Ay -conver.
(¢) P20 onAy.
(d) For any p € C.(Q)T we have that

vy = in L .(Q,V)
dvj = dv in W L2, W)

loc

— liminf /Q o) P(v;(2))der > / p(2) P(v(z))da.

j—oo Q
An immediate consequence of this theorem is that convexity strictly implies quasiconvexity in general.

Proof. Some implications we already know, for instance (d) = (a) follows from Proposition 4.1 and
(a) = (b) follows from Exercise 4.4. To see that (b) <= (c), we let z € Ay and Z € V and note that
convexity in the z-direction is equivalent with 0 < P”(2)[z, 2] = P(z). It remains to prove that (¢) = (d),
which we do in several steps. Assume that P(z) > 0 for all z € Ay.
Step I. We show that we can assume that p = 1o and v; € C2°(Q,V).

It is clear that since mollifications of continuous functions converge locally uniformly, we can assume
p e Cr(Q)T. Write w :==sptp € Qand ¢ :=/p € C(Q)". We aim to replace v; with ¢v;. To this end,
we note that y; — v in L*(w,V) and pP(v;) = P(v;). We then compute

o (oy) = v+ Y Aq Z( )aa B0Pu; gt 3 ALY (g)@a_ﬁwaﬁv:ﬂwv),
|a|=¢ B<a la|=2¢ B<a

where the convergence is in W~%?(R"”, W). The reason for this is that, by the compact Sobolev embedding,
we have that v; — v in L implies 9%v; — 9°v in VVIOC if || < 2.
Step II. We show that we can also assume that v = 0.

Write 9 = v; — v, so that #; — 0 in L2(R", V), &#; — 0 in W 5?(R*, W), and spt; C Q. Also write
P(z) = (z,Mz) for z € V, where M € SLin(V,V) is a symmetric linear map on V. We compute

/ P(v;)dx = / P(9;)dx + 2/ (05, Mv)dx + / P(v)de,
Q Q Q Q
where the middle term tends to zero as j — oo. It follows that

liminf/ P(v;)dz > [ P(v)dz <= liminf [ P(9;)dz > 0.
Q

j—o0 Q j—oo Jo
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Step III. We claim that for each € > 0 there exists C. < oo such that
| ()]
€12

To prove this, note that by homogeneity it suffices to prove it for |z| = 1 = |£|. Let € > 0. First note that,
for instance since P is Lipschitz in Sy, there exists § > 0 such that |z — 2’| < 0 implies |P(z) — P(Z')| < e.
Therefore, if dist(z, Ay) < §, we have that there exists 2’ € Ay such that |z — 2’| < 4, so

(4.3) P(z) > P(Z) —e > —=.
On the other hand, the map
S (Sy N {dist(+,Ay) =6}) 2 (&, 2) = F(E)z €W

P(z) = — (52|2—i—C6 ) for € V, £ e R™\ {0}.

is continuous and non-zero on a compact set. It follows that
A= inf{|e(&)z]: € € S, 2 € Sy, dist(z,A) = 6} > 0.
Writing || M| for the operator norm of M, we have that if dist(z, Ay) > J, then

_ Ml

(4. PE) > —IM) > 55

| (€)2]* = —Ce| o (€)2]*.

Putting (4.3) and (4.4) together, we obtain
P(z) 2 = (e + Cel(6)2])
which completes the proof of this step.
Step IV. Conclusion. We briefly recall the set up we reduced to: we have v; € C°(Q,V) converging

weakly in L? to zero and such that &7 v; converges strongly in W2 to zero. We can assume that p=1
By Plancherel’s theorem, we have that

/P(vj)dxz/ (65, M;)de = <mj,Mmj>+<s@j,Ms@j>dg—2i/ (Rvj, MSv;)de
Q n R™

n

(ORD; > + |/ () S,

= g P(Rv;) + P(S0;)dE > —5/ 1R0;|? + |S0;2dE — C/ e dé
R o7 (€)1
:76/]1& \vj|2d5+05/ | I(f)mzj' dg = —elvj Iz (an) = Cell @i |y gn)-

The first term can be made arbitrarily small as (v;) is bounded in L2, whereas the second term can be
made arbitrarily small for j sufficiently large. Therefore

li_rninf/ P(v;)dz > 0,
Q

J]—00

which completes the proof. O

We will next focus on constant rank operators, where we will prove that the conclusion of Theorem 4.5
also holds®. To this end, we recall the definition of the constant rank condition, namely that there exists
r € Ny such that

(CR) rank @7 (§) =r for all £ € R™\ {0}.

Recall from Lemma 1.20 that in this case there exists a potential operator % (which is also a homogeneous
partial differential operator of constant rank) such that the exact relation

(4.5) ker o/ (&) = im A(&) for all £ € R™\ {0}.
It will be very convenient to express % in jet notation
(4.6) PBu = T(D"u) for u: R" — U,

where k is the order of 2 and T € Lin(SLin"(R", U), V) is basically the tensor of coefficients of 4.
We begin by showing that the .7-quasiconvexity/quasiaffinity notions reduce to the case of gradients.

Lemma 4.7. Suppose that </ satisfies the spanning cone (SC) and the constant rank (CR) conditions.
Let B satisfy the exact relation (4.5) and be expressed in jet notation as in (4.6). Let F: V — R.
Then F is o -quasiconvex if and only if F o T is k-quasiconvex, see Definition 4.8 below.

5By this we mean that (WC) holds for s-homogeneous &/-quasiaffine polynomials F = P and p = s.
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Definition 4.8 (k-quasiconvexity/k-quasiaffinity). An integrand f: SLin®(R",U) — R is said to be k-
quasiconvex if and only if

F(A) < /(0 A D) jor A SLin*(R™, U), u € C™(T", U).

We say that f is k-quasiaffine if and only if £f is k-quasiconvez.
Proof of Lemma 4.7. First, note that by Lemma 1.24, we have that F' is «/-quasiconvex if and only if

F(z) < / F(z + PBu(zx))dz for z € V, u e C(T",V).
(0,1)"

This implies that for A € SLin®(R™,U), u € C*°(T",U)

FoT(A)=F(TA) < / F(TA + TD"u(z))dz = / F o T(A + D*u(x))dz,
(0,n)n (0,
so that F' o T is indeed k-quasiaffine.
Conversely, suppose F o T is k-quasiconvex and note that

A= |J mBE)=T{a@b**: acU,beR"},
gesn-1

so that V = span A, = Tspan{a ® b®*: a € U, b € R"} = TSLin*(R", U), so that for each z € V there
exists A € SLin®(R", U) such that z = TA. It follows that for u € C*°(T",U)

F(2) = F o T(A) </

FoT(A+ D*u(z))dz = / F(z 4+ Pu(x))dz,
(0,1

(0,1)»
which completes the proof. |

The relevance of this observation in Lemma 4.7 comes from the fact that the class of k-quasiaffine
integrands is known. We cite this powerful algebraic result without proof:

Theorem 4.9. Let f: SLin®(R", U) — R be a k-quasiaffine integrand. Then, for u: R™ — U, f(D*u) is
a linear combination of minors of DU, where U = D*~lu.

This result, together with Lemma 4.7, will enable us to reduce the problem of weak continuity for
constant rank constrained sequences to the case of Jacobian subdeterminants. In particular, this reduces
the computation of &/-quasiaffine functions to a linear system.

Theorem 4.10 (Weak continuity, constant rank operators). Suppose that <7 satisfies the (SC) and (CR)
conditions. Let P: V — R be an s-homogeneous polynomial, for some s > 2. Then

v i L)
Av; — v in WD QW)

loc

} = P(v;) > P(v) in 2'(Q).

Proof. Let p € C2°(92). We claim that

(4.7) lim pP(vj)dx:/QpP(v)dx.

J—00 QO
As in Step I of the proof of Theorem 4.5, we note that it suffices to consider p > 0, and, moreover,
e.g., by replacing pP(v;) with p'/2P(p*/(2)v;) and mollification, we can assume that p € C2°(w)™ and
vj € C2°(w, V) for some open set w € Q. We can then identify v; with their extensions by zero and assume
that
v; = vin L¥(R™,V) and v, — &vin W 55(R™,W).

In this case, we can apply Fourier analysis to decompose v; effectively into an exactly o/-free part and a
strongly convergent part which does not change the weak limiting behaviour of (P(v;));.

Let £ be a potential operator for &7, i.e., satisfy the exact relation (4.5), which we write in jet notation
as (4.6). For £ € R™\ {0}, we write in Fourier space

;(€) = [Projier ar(e) + Projim o (6))9; (€) = B(E) B (€)1;(€) + o (€) (7)1 (€)0(€) = Buy (€) + o *wy (€),
where u;, w; are defined by

i;(6) == BT (€)0;(¢) and (€)= ()1 (£)0;(€),
so that

L —

DFuy(€) = B (€)0;(€) ® €% and  Dlw,(€) = (o)1 (€)9;(6) ® €.
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By Theorem D.1, we have that u; € W**(R", U) and w; € W4 (R™, W) are bounded uniformly by
sup; ||vjlLr. In particular we have that D*u; — D*u in L° for some limiting function u. On the other
hand, writing w; = w; — w and ¥; = v; — v, where w is the weak limit of (w;), we have that

.~ . - . F (A,
(W )(€) = Prof - 756 = /(O (O F03(6) = o 57 ) T,
It follows, again by Theorem D.1, that since #/7; — 0 in WﬁZ’S(R”, W), then we also have that &/*w; — 0

in L°(R™, W).
Altogether, we have proved that that
v; = %Uj + ﬂ*wj

where u; converges weakly in L° and .&/*w; converges strongly in L*. We can then write
1
(4.8) P(vj) — P(PBu;) = / (P'(Buj + to w;), o w;)dt
0

and note that we have that P’ is (s—1)-homogeneous and «7-quasiaffine (by Lemma 4.3), as well as, for each
t€[0,1], Buj+te/*w; = But+te/*win L*(R",V) and & (Buj+td *w;) = o v; = dv = o (But+td w)
in W™%*(R”, W). By induction since P’ is a linear map for s = 2, we have that P'(Bu; + t.o/*w;) —
P'(Bu + te/*w) in P'(2), which is improved to L/~ by the elementary bound one can compute. We
then notice that, by homogeneity of P’ and Holder’s inequality,

/ p(P' (Buj + t*w;), & *w;)dx
Q

< el /Q(I%Lj\s_1 + |/ wy|* ) o/ wj|dx

< cllpllue (I Busllz=" + Il w;
which is thus bounded independently of ¢ € [0,1]. We then have that

/Qp(P(vj) — P(Au;))dx :/0 /Q<P’(e%’uj + ta/ " wj), ped Fw;)dadt

0 ) e w;

Le < cflvgllfs,

1
%/0 /Q(P (ﬂu+tﬂ*w),p@/*w>dxdt:/Qp(P(v)—P(,@u))dx,

where the first equality follows from Fubini’s theorem, the convergence by the dominated convergence
theorem together with the inductive hypothesis, and the last equality by the fundamental theorem of
calculus. We can conclude that (4.7) is equivalent with
lim [ pP(%u;)dx = / pP(Bu)dz.
By Lemma 4.7, we have that P is 7-quasiaffine if and only if P o T is k-quasiaffine. By Theorem 4.9,
we can assume that PoT(D"u;) is a minor of order s of DU;, where U; := D*~1u;. So it suffices to prove
that

DU; = DU in L° = lim pM(DUj)dxz/pM(DU)dx,
Q

where M(DU) = det(D,/U’), where = (2/,2") and U = (U’,U") with 2/, U’ € R®. By the Piola identity,
we have that

M(DU;) = D:E/UJ{1 -¥; where D},3; =0, |£,| < cf[ |Ujll|
It follows by integration by parts that -
[ M0z = [ Do Wi = Wh)a) - (2 = = [ (U1 = U}))Durp- 25
We now argue by induction on s > 2, since ¥; consists of subdeterminants of order s — 1. If s = 2, we
simply have that ¥; — ¥ in L. If s > 2, we obtain that %; — ¥ in L3/(=Y by the inductive hypothesis

and the bound on ¥;. In any case, since (U}; — (Uj;)w); converges strongly in L by the compact Sobolev
embedding, we have that

lim [ pM(DU;)dx = —/

=0 Jo Q

where we reversed the integration by parts in the last equality. The proof is complete. O

(U{_(U{)w)Das’P'E(h?:/pM(DU)dx,
Q

In fact, a more involved variant of Theorem 4.10 can be proved. We state it here for completeness of
the exposition, but will not include a proof.
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Theorem 4.11. Suppose that &7 satisfies the (SC) and (CR) conditions and let F': V — R. The following
are equivalent:
(a) F is o -quasiaffine.
(b) F is an «/-null Lagrangian, i.e., Z*(DF(%u)) =0 in Q for all u € C*(Q,U). Here Q C R is a
bounded open set and B is a potential operator for o such that (4.5) and (4.6) hold.
(c) For eachr > 2 and 21, ...,z €V such that for each i we find linearly dependent & € S™~! such
that o (&;)z; = 0, we have that D"F(+)[z1,...,2] = 0.
(d) F is a polynomial of degree s < min{n,dimV} and
v; = v in L (Q,V)

Av; — v in WLEH(Q,W)

} = F(v;) > F(v) in 2'().
loc

The claim in (b) agrees with the standard terminology in the calculus of variations in the case & = D.
The statement is equivalent with the fact that all smooth maps are solutions of the Euler-Lagrange system

of the energy functional
Eu] = / F(Pu(zx))dz.
Q

Equivalently, the value of &[u] depends only on the boundary values of u. On the other hand, the claim
in (c) is a generalization of the fact that F' is Ag-affine (when r = 2) to the case of arbitrary laminations.

We will conclude the section with a few examples of weakly continuous nonlinearities. However, before
we list these, we make a case of the fact that there are very few nonlinear quantities of interest, as can be
seen from the following sufficient criterion for non-existence:

Lemma 4.12. Let &/ satisfy the spanning cone condition (SC). Suppose that if Q is a quadratic form on
V, then Q =0 on Ay implies that Q = 0. Then there are no non-affine < -quasiconvex polynomials.

In particular, whenever the wave cone has algebraic dimension at least three, there are no non-trivial
o7 -quasiaffine integrands.

Proof. The proof is simple and follows by contradiction. Let P be an s-homogeneous «7-quasiaffine poly-
nomial, s > 2. Then @Q := D° 2P # 0 is an «/-quasiaffine quadratic form by Lemma 4.3. Equivalently,
@ =0 on A, so that QQ = 0, which is a contradiction. |

Example 4.13. We again compare with Example 1.16. If & = 0, we know from Section 3 that the only
weakly continuous integrands are trivial (affine). If < is elliptic, then any F' € E, is weakly continuous
(in this case, the spanning cone condition is violated). We have already seen that the weakly continuous
quantities with respect to sequences of gradients are the minors (Theorem 4.9).

Consider now the example & = div acting on vector fields v: R™ — R". If n = 2, div is essentially the
same as curl, so that the only homogenoeus, non-affine div-quasiaffine polynomial is P = det. If n > 3,
we can infer from the computation of the wave cone in Example 1.16(d) and Lemma 4.12 that there are
no non-trivial div-quasiaffine integrands.

In the case of exterior derivatives of differential forms, all suitable exterior products are weakly continu-
ous. From the quadratic Theorem 4.5 and the computation in Example 1.16(e), we see that P(z,2) = z- 2
is weakly continuous for the div-curl operator, thus retrieving the celebrated div-curl lemma. Finally, one
can show that there are no non-trivial weakly continuous quantities with respect to sequences of sym-
metrized gradients. In the case of Example 1.16(i), one can check that P(z1,...,2,) = 2, ...2;, with
1<4 <ig<...<ig <nis a weakly continuous nonlinearity.
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5. WEAK SEQUENTIAL LOWER SEMI-CONTINUITY: CONSTANT RANK CONSTRAINTS

In this section we will complete the study of weak (lower semi-)continuity from the previous two sections.
In particular, we will establish the fact that o/-quasiconvexity of an integrand (recall Propostion 4.1) is also
sufficient for lower semi-continuity of the corresponding energy functionals along constant rank constrained
sequences. Our results will be formulated for rough integrands, in the same fashion as in Section 3.

Throughout this section, let Q@ C R™ be bounded and open with £"(9Q) =0 and 1 < p < co. One of
the main results, together with Theorem 5.6 below, will be the following:

Theorem 5.1 (LSC, constant rank operators, non-negative integrands). Suppose that <7 satisfies the (SC)
and (CR) conditions. Let 1 < ¢ < 00 and F: Q xV — [0,00) be a normal integrand of p-growth, i.e.,
satisfying (G-p). Suppose that z — F(x, z) is &/ -quasiconvex for L"-a.e. x € Q. Then

v; = v in LP(Q,V) }

(LSC) _ 7@
dv; — v in W QW)

— liminf/QF(x,vj(x))dx>/QF(x,v(x))dx.

Jj—o0
We will employ Proposition 3.2, which then reduces the analysis to understanding the oscillation measure

of the p-Young measure generated by the constrained sequence. This motivates the following:

Definition 5.2. We say that v € YP(Q,V) is an o/-free Young measure if it is generated by a sequence
(vj) C LP(Q,V) with convergence properties as in the left hand side of (LSC).

The following lemma, which extends the unconstrained result of Lemma 2.20, will therefore be quintes-
sential for our subsequent analysis:

Lemma 5.3 (Decomposition lemma I, constant rank constraints). Let &7 as in (1.3) be a constant rank
operator with potential operator A such that (4.5) and (4.6) hold. Let 1 < ¢ < oo and

v; = v in LP(Q, V) with o/v; — /v in W H(Q, W)

generate a p-Young measure v. Then there exist sequences (u;) C C;°(Q,U) and (b;) C LP(Q,V) such that
v; = v+ PBu; +b;,
Bu;, by — 0 in LP(Q,V),
(Dkuj) is p-uniformly integrable,
b; = 0 in L™ -measure.

Therefore, we have that, in YP(Q,V)

(v+ Buy) generates ((Vz)eeq, 0, n/a) and (b;) generates ((00)zeq; A, (Vo )zea) -

Proof. Recall the truncation maps

K |z € «

|z

which can be used to see that

lim lim / ‘7;'1)j|p:/<yza| - |P)da,
a—00 J—00 Q (9]

so that we can employ a diagonalization argument to see that there exists a sequence o; 1 oo such that

lim / mjuj|p:/<y$,| . |P)da.

By use of Theorem 2.18 applied to the integrand | « [? and the sequence (7,,v;), we see that the sequence
is p-uniformly integrable. Since (v;) converges weakly in L', it is uniformly integrable, so that, for ¢ > 0,

s
53"(\vj—7;7.vj|>5)</ vj|<1j >d:c</ |vjlde — 0,
) [vj|>a |vj| |vj|>a

so that (v; — Ta,v;) converges to zero in measure.

We write v1 == ((V3)zeq, 0, n/a) and vy = ((do)zen; A, (¥2°)zeq) and conclude from Theorems 2.17
and 2.18 that (7,,v;) generates vy € YP(2,V) and (v; — Ta,v;) generates vo € YP(£2,V).

Let now 7 > 1 be a number such that r < p and r < ¢. We claim that 7,,v; —v; — 0 in L"(2,V). To

see this, write
|v;[” c

[ Te;v5 — villir () < c/ lvj|"de < c/ s—rde < —— / |vj|Pdz — 0.
[vj|Zay lvj|Za; O @ Q
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In particular, &7, v; — &/v in WfE’T(Q,W).

We now aim to find a sequence of cut off functions p; € C°(€,[0,1]) such that p; 1 1 that makes
 (pj(Ta,v; —v)) well behaved. First, note that for any such sequence we have that (p;7Ta,v;) is p-
uniformly integrable and that ((1 — p;)(7a,v; — v)) converges in measure to zero.

vi = [pi(Ta,v5 = v) + 0] + [(v; = Ta,v5) + (1= ) (Ta,v5 = )],

where the first term converges weakly in L? to v and generates 11 and the second term converges in measure
to zero and generates vo. It remains to preserve the differential structure, which adds restrictions to (p;).
We write 9; = To,v; — v, so that &/0; — 0 in W4T (Q, W) and

(5.1) A (pj¥;) = p T+ Y Y (g)a“ﬁijaa%j,
la|=¢ B<a
where 8%; — 0 in W~“?(Q, W) by the compact Sobolev embedding. Choosing the derivatives of (p;) to
blow up slow enough near the boundary of €2, we can obtain that <7 (p;v;) — 0 in W4T (Q, W). Since
p; is compactly supported inside €2, we can mollify and assume that p; = 1 and 9; € C°(,V), which
we identify with their extension by zero to R™ without mention. With this new notation, we record that
(v+ ;) generates 1 and (v; — v — ¥;) generates vs.
As in the proof of Theorem 4.10, we can define

i;(€) = B1(€) FT;(), so that Dru;(€) = B () F1;(€) ® €% = F[HT;](€) for € #0.

We can then infer that 0; — Bu; — 0 in L"(R",V), so that (v; — v — Zu;) generates vo. We claim that
(D*u;) is p-uniformly integrable in Q. In that case, we retrieve Zu; = T(D"*u;), where the tensor T is
the linear map in (4.6). It will follow that (v + Pu;) generates v;.

To prove this, first note that for « > 0 by Theorem D.1

sup/ |Hf6ijTaf)j|pdo:<csup/ |0; — Tav;|Pdz - 0 as a — o0
J n J n

by p-uniform integrability of (7,). Let ¢ > 0 and choose a > 0 such that the right hand side is less than
€. Let s > p and notice that, again by Theorem D.1, we have

1 HTa0;]
so that (H7,7;) is p-uniformly integrable. Then there exists § > 0 such that .Z"(E) < ¢ implies that

Leen) < | Tabjlls ) < ca,

/ HT.5,Pde < .
E
We can therefore estimate
/ |DFu |Pde = / |H?;|Pde < c/ |Ho; — HTo0,Pdx + c/ |HTo0;Pdx < ce,
E E n E

which concludes the proof of the claim that (%u;) is uniformly integrable.

It remains to use cut off functions to prove that we can assume that %u; are compactly supported
inside Q. To this end, let ¢; € C°(€, [0, 1]) be such that ¢; T 1 be such that Z(p,u;) is well behaved in
a sense that we now describe. First, note that since @%u; — 0 in LP(R", SLin"(R",V)), we have by the
compact Sobolev embedding (see also Remark A.4) that 9°u; — 0 in L?(Q,V) for |8| < k. In particular,
by a Leibniz rule computation similar to the one in (5.1), we can choose ¢; to be controlled in C*(Q)
such that Z(¢;u;) — ¢p;PBu; — 0 in LP(Q,W). In particular, (#(¢,u;)) is p-uniformly integrable and
B(pjuj) — PBu; — 0 in measure in Q.

It follows that we can assume that u; € C;°(9,U) and we can set b; = v; — v — HBu; so that all the
required properties are satisfied. O

Remark 5.4. From the proof of the Decomposition Lemma 5.3, we can extract the following stronger
statement concerning the oscillation measure of an «/-free Young measure: Since (Du;) is p-uniformly
integrable, it generates an (oscillation) Young measure p = ((tg)zcq, 0, n/a) in Y?(€, SLin*(R", V))
which satisfies

Uy = Ty(x) Typte for L"-ae. x €,

where 7,: M(V) = M(V) denotes translation by z € V of a measure, i.e.,

(ram ) = /V o(C+2)dC for p € Co(V).
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In other words, «7-free oscillation p-Young measures can be retrieved from (k-)gradient Young measures
by simple operations. We briefly remark that this is not the case for p = 1 due to the lack of boundedness
of singular integral operators.

This consequence of the Decomposition Lemma 5.3 is the most important tool we will use in the proof
of Theorem 5.1 as it essentially enables us to work only with oscillation Young measures generated by
gradients and k-quasiconvex functions (recall Lemma 4.7). The other important step will be a blow up
argument (so called localization principle) to show that each oscillation measure is itself a gradient Young
measure. This will enable us to prove a Jensen type inequality for .o/-quasiconvex functions and <7-free
Young measures

(5.2) Ve, Fx,+)) > F(x,0,) for L"-ae. z €

Before we can perform this second step, we require another preliminary result, a general density lemma in
E,(9Q,V) which enables us to test with fewer integrands:

Lemma 5.5. There exists a countable family {¢ ® f: ¢ € Lip(Q), f € Lip;,.(V) NE,(Q,V)} whose span
is dense in E,(Q, V). Moreover,

[f(21) = Fe2)l < el Tp flluip(mo |21 — 2|1+ 1] + [22)P 70 for 21, 22 €V,
where T, is the isomorphism from Section 2 and ||g||Lip = ||g]lLe + || Dg|lLo-

Proof. By the Stone-Weierstrass Theorem, polynomials are dense in C(Q x By), so that we can find a
countable subset {¢ ® g} such that ¢ and g are monomials in 2 and By, respectively, which has dense
span. Setting f = Tp’1 g, we obtain the conclusion by direct computation. g

Proof of Theorem 5.1. Let v € YP(Q,V) be a p-Young measure generated by (v;). By Proposition 3.2, we
have that

liminf/ F(z,vj(x))dz > / Vg, F(x, «))da.
By Lemma 2.10, it would therefore suffice to prove the Jensen type inequalities in (5.2).

By Remark 5.4 and Lemma 4.7, it suffices to prove this claim if F(z, ) is k-quasiconvex for .£™-a.e.
z € Q and p-uniformly integrable v; = D*u; — 0 in L”, where u; € C°(Q2,U). In this case, of course
(D*u;) generates ((vz)zeq, 0, n/a) and 7, = 0 almost everywhere.

We claim that almost every oscillation measure v,, can be seen as a parametrized oscillation measure,
vy = ((I/zo)yte(o), 0, n/a) that is also generated by gradients. To check this, we will only test with
p-admissible integrands of the form ¢ ® f in the countable family given by Lemma 5.5. In particular, we
can choose z( from a subset of Q of full measure to be a Lebesgue point of all maps z — (v, f).

Then for 7 > 0 small enough but fixed for now, we can employ Theorem 3.5 to see that

. T—x T—x
Jim . ( ) R ( ) (v, f)da.
j—o0 Qr(x0) r Qr(z0) r

We want to make the change of variable y = r~!(x — x¢), so we calculate

D*[u;(zo + ry)] = r*[D uj)(x0 + ry),

so we can define u}" (y) = r~*u;(zo + ry) to obtain
lim o(y) f(D* " (y))r"dy = / O(Y) Vagtry, [Hr"dy
770 JQ1(0) Q1(0)
and use the Lebesgue differentiation theorem to infer that
il [ ) DM )y = [ el )
07700 JQu(0) Q1(0)

By a standard diagonalization argument, we find a sequence 7; | 0 such that (D*u;*"’) generates vy
in YP(Ql(O),SLink(R”7U)). Either by applying Lemma 5.3 or by repeating the last step in its proof

(truncating (u;m’rj ) near the boundary and using the strong convergence of the lower order derivatives,

possibly by removing lower order polynomials, in this case), we can find a sequence
i; € C(Q1(0), 1), epra, = vo in Ey(Q1(0), SLin®(R", U))",

so that, moreover D*@i; — 7, = 0 in L”. We can thus infer from Theorem 3.5 that

(Vao, F(wo, +)) = lim F(xo, D*;(y))dy > F(x0,0),
I JQ1(0)

where in the last inequality we used the k-quasiconvexity of F'(xq, +). The proof is complete. (|
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The other main result of this section will be a lower semi-continuity result for signed integrands. In con-
trast to Theorem 5.1, the concentration at the boundary must be ruled out. Also, whereas in Theorem 5.1,
the constraint allows for LP-concentration effects, as they cannot decrease the energy when the integrand
is positive, below such interior effects are handled by using quasiconvexity. Recall that 1 < p < co.

Theorem 5.6 (LSC, constant rank operators, signed integrands). Suppose that < satisfies the (SC)
and (CR) conditions. Let F: Q x V — R be a jointly lower semi-continuous integrand of p-growth, i.e.,
satisfying (G-p). Suppose that z — F(x,z) is o -quasiconvex for £™-a.e. x €  and that the recession
function of F satisfies

F(x' t2 F(x,t
(5.3) lminf L&) g, F@tz)
(z’,2" t)—(z,2,00) tr t—o00 tp

for (z,z) € 2 x V.

Let
v = v in LP(Q,V) and o/vj — v in WP (Q,W).
If on a subsequence |v;|P = p in M+ (Q) with p(9Q) = 0, then

liminf [ F(z,vj(z))dz > / F(z,v(z))dz.
In other words, we do not allow the sequence to concentrate at the boundary. In fact, an equivalent
formulation is that if X is the L”-concentration measure of a Young measure generated by (v;), then A does
not charge the boundary of QF.
To prove the assertion, we will employ Proposition 3.3 to account for the concentration effects. By
taking ¢ = p in the proof of Theorem 5.1, we know that the Jensen inequalities for oscillation (5.2) hold.
It remains to prove an inequality of the form

(5.4) (Vo2 Gz, +)) >0 for M-a.e. x €,

x

where G is a p-homogeneous &7-quasiconvex function. In the case of Theorem 5.6, we will take G = Hp,
the lower recession function of F, as defined in Proposition 3.3. In this case, the assumption (5.3) is crucial
to ensure the .&/-quasiconvexity of Hp. In order to prove this Jensen inequality, we will first refine the
Decomposition Lemma 5.3

Lemma 5.7 (Decomposition lemma II, constant rank constraints). Let 7 as in (1.3) be a constant rank
operator with potential operator & such that (4.5) and (4.6) hold. Let
v; = v in LP(Q,V)  with ovj — /v in WP (Q, W)
generate a p-Young measure v. Then there exist sequences (u;), (i1;) € C(Q,U) and (b;) C LP(Q,V)
such that
vj = v+ Bu; + Biij + bj,
Buj, Bi;, by — 0 in LP(Q,V),
(Dkuj) is p-uniformly integrable,
Dkﬂj, Bj — 0 in ZL"-measure,
and, moreover, in YP(Q,V),
(v+ PBu;) generates ((Vz)zecq, 0, n/a),
(Auj) generates ((do)zeca, ALQ, (V52°)zeq),

(b;) generates ((do)zca, AL O, (¥2°)zcon) -
Proof. Using the Decomposition Lemma 5.3 with p = ¢, we can write v; = v + Bu; + b; with (u;) as
required and (b;) generating ((Jo)zca, A, (¥2°)peq)- Consequently, we have that «7b; — 0 in W~ 5P(Q, V).
Selecting cut off (test) functions 0 < p; 1 1. Proceeding like in the proof of Lemma 5.3, we can ensure that
A(p;b;) — 0in W™4P(Q, V). Therefore, the same is true of (<7 ((1 — p;)b;)), and clearly (p;b;), ((1—p;)b;)
both converge to zero in measure and weakly in L”. Since all (1 — p;)b; = b; near 99, it is easy to see that

((1 = p;)bj) generates ((0o)zcn, AL O (V2°)zcon).
Next, one can use the Helmholtz decomposition in Theorem 4.10 and Lemma 5.3 to split

pjbj = @UJ + %*wj,

6In fact, we already noticed that we have a relation A = p — (vg, | + [P).
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which, in this case are such that &/*w; — 0 in L?(R",V). Repeating the cut off function argument at
the end of the proof of Lemma 5.3, we can define @; := ¢;U; in a way such that Z ((1 — ¢;)U;) — 0 in
LP(€, V). We can then conclude that @; thus defined and b; := (1 — p;)b; + .o/ *w; + B ((1 — ¢;)U;) satisfy
the conditions of the lemma. O

Proof of Theorem 5.6. As discussed above, it suffices to prove inequality (5.4). First, note that since we
impose A(0€) = 0, it suffices to look at v$° only for x € Q. To this end, we will use the Decomposition
Lemma 5.7 and assume that (slightly relabeling notation), that a sequence (%u;) C C°(Q,V) generates
((00)zeq, A, (¥2°)zeq). Much like in the proof of Theorem 5.1, we will freeze zg € Q and perform a blow
up argument, which is more complicated in this case.

It suffices to show that for A-a.e. rg € Q, we can find a measure 7 € M*(Q1(0)) such that

v = ((G0)yeqi ) ™ (V25)ve@i o)
is generated by a sequence (A1) for 4; € C2°(Q1(0),U). In fact, if A = A Z"LOQ+)\° is a Radon-Nykodim
decomposition of A\, we will show that for A*.Z"-a.e. z¢ € Q, we can choose 7 = \%(x0)-ZL"LQ1(0), whereas
for A\*-a.e. xg €  we can choose T to be a tangent measure of A* at .
Much like in the proof of Theorem 5.1, we choose a family of integrands of the form ¢ ® f with ¢ € C(Q)
and f € E, satisfying the properties in Lemma 5.5. For z¢ € € to be determined, we have that for balls
B(xzg,r) € Q such that A(0B(zg,7)) = 0 we have that

lim o(y) f(Bu;*" (y))dy = / o(y)dy f(0) + / C(Y) Vagtry [o )N (20 + 1y)dy
71790/ Q1(0) Q1(0) Q1(0)

55 Z0o,T y S
(5:5) AT N (y)

rn ’

0 e £
Q1(0)
where y = T%"(z) .= r~!(z — x¢) and u?“’r(y) =71 u,(x + 1Y).
By Lebsgue differentiation and the fact that we sample f from a countable set, we know that Z"-a.e.
o € Q we have that

k

. oo poo\ ya oo foo\ ya A (QT (ZL'()))
ITIJIB oo (Ve oy WA () — (vgr, Iy YA (zp)]dz =0 and lrlilol — = 0,
so that at such zy we have that, taking a subsequence in r > 0,
it [ )Gy = [ @O+ [ e N o)
070 Q1 (0) Q1(0) Q1(0)

The need to take a subsequence accounts for the fact that we can only guarantee that A can charge at most
countably many boundaries 0B, (zo). We employ a diagonalization argument to choose suitable r; > 0 so
that (%’u}c"’”) generates v with 7 = A*(z9).£™ L Q1(0). It then follows by Lemma 5.7 that vy can be
generated by a sequence (#4;) with u; € C°(Q1(0),U).

At M-a.e. x € Q (singular points) we require

AT\
b [ 10 1) — o) e W) e ey, ) dx (@) = 0,
10 /g, (0) A5 (Qr (o)) 710 /g, (x0)
1

1im7/ A%(z)dz = 0,
10 A5 (Qr(0)) J g, (x0) :

so that we can rescale U;j" (y) = ()\‘“(Qr(xo))_lr”)l/p ui*"(y). By (5.5) with f replaced by f(0(r)-),

i [ @SB = [ el 0)+ g

_ VY7 SYIEN O(Y) Voo srys [ )N (w0 + ry)dy
i /g, (0) @r(z0)) /Ql(m ) ary 71N 1)

o oo ATETA(W)
" /Ql@) PO 57 S ar o)

Since (AS(Q,.(xo,r))_lT;U’T/\S> are probability measures on Q1(0), we can choose a a weakly-* cluster
point 7 and conclude that, on a subsequence in r > 0,

lim lim [ p(y) F(BUR (4)dy = / o(y)dyf(0) + / AT (122, 1.
0 =0 Jq,(0) Q1(0) Q1(0)

The proof is then concluded as in the previous case. O

7See, e.g., [2, Sec. 2.7| for details; we will not make use of any properties of tangent measures here.
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6. CHARACTERIZATION OF &/-FREE YOUNG MEASURES

In the previous section, we proved that quasiconvexity of an integrand is sufficient for the lower semi-
continuity of several classes of integral functionals along PDE constrained sequences. In particular, we
proved that quasiconvex integrands satisfy Jensen type ineaqualities (5.2), (5.4) with respect to the Young
measures generated by such sequences. The main goal of this section is to prove that these inequalities in
fact characterize Young measures generated by PDE constrained sequences. We make this precise in the
following ample result.

Let Q@ C R™ be a bounded, open set with £"(92) = 0 and 1 < p < oco. For a normal integrand
F: Q xV — R satisfying (G-p), we define the upper recession function by

F(x' t2
F>*(xz,z) ==  limsup Pl t)

P (@2 )= (zmo0) L

for (xz,2) € @ x V.

Thus, we extend the definition of the recession function in E,(Q, V). This is necessary since, in general,
(even autonomous) quasiconvex integrands, despite being locally Lipschitz, need not lie in E, (€, V).

Theorem 6.1. Suppose that <7 satisfies the (SC) and (CR) conditions. Let v € YP(Q,V).
If v = ((Vz)zca, A, (V5°),eq) is generated by a sequence (v;) C LP(Q,V) such that (/v;) is strongly

x

compact in sz’p(Q,V), then
(fove) = f(Dg) for L"-a.e. z €9,
(fXv)y >0 for A-ae x€Q

p Va

(6.1) hold for all o -quasiconvex f:V — R satisfying (G-p).

Conversely, suppose that A\(0Q2) = 0 and write v(x) == U,. Let & be a potential operator for < such
that (4.5) and (4.6) hold. Suppose that the inequalities (6.1) hold. Then there exist sequences (u;), (4;) C
C°(Q,V) such that:

(v+ Buj + PBuj) generates v,
(D¥uy)is p-uniformly integrable,
D¥iij — 0 in measure.

This shows that quasiconvexity is intrinsic to weak convergence of PDE constrained sequences. The
fact that for an o/-free Young measure we have the Jensen inequalities in (6.1) was proved in the course
of proving Theorems 5.1 and 5.6, see also (5.2) and (5.4). To prove the converse, we first consider the
case of z-independent Young measures, so called homogeneous Young measures. We will then formulate
an approximation argument.

To this end, we first restrict our setup to the homogeneous case as follows: Let Q C R™ be a cube and
z € V and define

Y?(2) = {(VO, 1) € M} (V) x M*(Sy): there exist u; € C°(Q,U) st. for all ® € E, ,

lim + ®(z + Bu;(z))dz = (1°, ®) + (1>, ¢;°>},

J—0o0 Q

where E, (V) denotes the set of autonomous integrands in E,(Q, V), i.e.,
o0 . 0(t2) :
Epa(V)= @€ C(V): &°(z,2) = thm — € R locally uniformly for z € V 5 .
—00

It is easy to see that, with the norm induced from E,(Q, V), we have that
Yi(2) CEpa(V)" = M(V) x M(Sy),

where the isomorphism is given by the map T},. We record that, since p > 1, we have that #° = z for
elements of Y7 (z). Finally, let us mention that in the “inhomogenization” argument we will only look at
measures (10, v°°) € Y¥ that have v = §, or 1> = 0.

We now formulate the homogeneous step of the converse of Theorem 6.1:

Proposition 6.2 (Characterization of homogeneous &7-free Young measures). Suppose that o satisfies
the (SC) and (CR) conditions. Let B be a potential operator for o such that (4.5) and (4.6) hold. Let
vi= " v>®) e M7 (V) x MT(Sy) and z € V.

Then v € Y (2) if and only if 7° = z and

(WO, F) + (v, Ip0) = f(z)  for all o -quasiconvez f: V — R satisfying (G-p).
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Before we can give a proof, we need a few auxiliary statements concerning properties of homogeneous <7~
free Young measures and of .@7-quasiconvex envelopes. To this end, we define the homogeneous elementary
measures (without a change in notation) by

(v, @) = (€0, P)Ez , B,.0 = ]étl)(v(x))dx forv e LP(Q,V), ® € E, ,(V).

We also use the notation (-, «)) for the duality pairing between E , and E, , in general.

Lemma 6.3. The set {e.15.: v e CX(Q,U)} is weakly-* dense in Y} (z). Also, Y} (2) is weakly-* closed
and convez.

Proof. The density claim follows by definition of Y% (2). Next, let v = (v°, ) lie in its weakly-* closure.
Consider a dense subset {®;} C E,, ,(V) such that ®( := | « |P. Then for each j, there exists u; € C:°(Q, U)
such that

foralli=0,...,].

1

(v, ®:) —][ (2 + Buy(w))da| < -

Q J

We also have that (z + Zu;) is bounded in L?, so that (£.4.4.,) is bounded in E} ,. By Theorem A.2, we

have that €. sy, X Jin E} . on a subsequence. By the inequality above, we have that nu = v, so that
€2t Bu; 2 v on the full sequence. It follows that v € Y7 (%), so the closedness property is proved.

Finally, to prove the convexity, we let vy, vy € YZ (2),t € (0,1), and vy == tryg+ (1 —t)r;. We claim that

v € Y7 (2). By the weakly-* closure and density properties showed above, it suffices to prove the claim for

Vo = €24+ Bugr V1 = €24+ Buy > and t = (p/q)n, p,q € N.

Consider a regular mesh of ¢" cubes of side length ¢~! that cover Q. Let {z; g; denote the centers of
these cubes and define

n

q

u@) =Y dulee—2)+ Y. wlele—2) forzeq.

i=pr+1
It is easy to see that u € C°(Q,U) and to check explicitly that v = .4 4,. The proof is complete. O
Let f € C(V). We define its «/-quasiconvex envelope by

(=) = inf{

It can be shown that f is the largest «7-quasiconvex function below f, but we will not use this in the
sequel. Instead we will use the following:

Lemma 6.4. Let f € C(V). We have that

(6.2) 9°(z) = inf {]{2 fz+ Bu(x))dz: u € C?(Q,U)} for zeV

f(z+v(x))dz: v e C®(T",V), v =0, / v(x)de = O} for z € V.

n

Tn

and [ is o -quasiconvex. Moreover, if f satisfies (G-p) and [ (z9) > —oo for some zy € V, we have
that [ satisfies (G-p).

Proof. Let z € V. By Lemma 1.24, it is clear that
P(z) = inf {
’]I"!L

Let € > 0. We next show that for each u € C*°(T™,U) we can find @& € C°(Q, U) such that

f(z+ Bu(x))dx: u € COO(T",U)} .

f 1 Bt < £ g+ Bunar e
Q T

Here we identified the torus T" with a cube Q. Define u;(z) == j~*u(jz), so that
][ f(z+ Buj(x))de = ][ f(z + PBu(zx))dz.
Q Q

We choose a cut off function ps € C°(Q, [0,1]), such that p(x) = 1 at all 2 such that dist(x,0Q) > ¢ and
10%ps||L= < cod~ 1l for |a| < k. Therefore
k k
|2 (psu)| < |psBuy| + 1y 1D psl| DV Buy| < || Bul|u + coer Y _(56) | Dl

=1 i=1
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We require 50 > 1. Let M = sup f (B(0, || Bul|r= + coci||ullwr-1.)) and Q° = {x € Q: dist(xdQ) > }.
We have

][ flz+ B(psuj)(x))dz < Mdzx + f(z + Buj(z))de < ML™(Q°) + ][ f(z + Pu(zx))dx.
Q Q\Q? Q° Q
Requiring M 2"(Q°) < ¢ completes the proof of (6.2).

The remainder of the proof follows by simple modifications of standard arguments in the calculus of
variations, see, e.g., [7, Sec. 6.3], and is left as an exercise to the reader. O

Proof of Proposition 6.2. First, assume that v € Y7 (z) and let f: V — R be «/-quasiconvex. We first
construct &7-quasiconvex g := max{ f, f7°+0 P—§~1} for small § > 0, which satisfies g = fpo+6]- |pP—o-1
outside a large set depending on §, so g € E, ,(V); moreover, g | f and g;° L fp° pointwise as § | 0. We
can therefore write by use of the monotone convergence theorem that

.

WO )+ 0, 70 = im0, ) + (™2, g7) = lim lim G+ Aui(@)de > limg(2) = /(2),
which concludes the proof of the implication.
Conversely, we use the Hahn—Banach separation theorem in the form of C.2, which is applicable to
Y?(z) by Lemma 6.3, to write

Yi(2) = {H CEpa(V)*: Yi(2) C H halfspace}.

Let H = {v € M(V)xM(Sy): (v, ®)) >t} for some ® € E, ,(V) and some ¢t € R be a halfspace containing
Y7 (z). Therefore, for all u € C;°(Q,U), we have that

£ < (Ensipn, D) = 7{9 (2 + Bu(z))de,

so that, by Lemma 6.4, we have that
(6.3) t < @G (2) < (v, TN < (v, @),

which implies that v € H. This is true for all such H, so it follows that indeed v € Y¥(z). It remains to
justify the second and third inequality in (6.3). The second of these follows simply by the assumed Jensen
inequality, whereas the third is due to the fact that ®?7 < ®. The proof is complete. O

We can now proceed with the proof of the inhomogeneous result.

Proof of Theorem 6.1. We already explained that we need only prove the converse. To this end, let v €
Y?(Q,V) be such that A\(02) = 0. By Theorem 2.17 and 2.18, we have that it suffices to show that there
exist sequences (u;), (4;) C C°(€,U) such that

(v+ RBu;) generates ((Vz)zeq, 0,n/a) and (Au;) generates ((do)zca, A, (V5 )zeq) -

Indeed, this is enough since we would have that (%u;) is p-uniformly integrable and #%; — 0 in measure,
while both sequences converge weakly to 0 in LP(Q,V). In this case, one can apply the Decomposition
Lemma 5.7 to refine the two sequences.

We will test with integrands ¢ ® ® € C(Q) x E, (V) as given by Lemma 5.5. In particular, we can
assume that ||¢||Lip, | Tp®P||lLip < 1, so that

|B(2) — ®(2)| <clz — 2 |(1+ |z| +|/|)P~ for 2z, 2/ € V.

We are working with Lip = Lo =+ ||D ¢ ||Le. Let € > 0.

We write g(z) = o(x)(Vs, ®) and go(z) == (v, Bo) where &g = (1 + | - )P, so g, go € L*(Q) by the
moment condition. We apply Lusin’s theorem in the following way: There exists a compact set C' C )
such that, with G = (g, g0),

. .

LN\ C) < g9, / |Gldz < ¢|Q?], and G|c is continuous.
o\C

Using Theorem B.4, we can find G = (§,§o) € C(Q) such that G = G in C and HGHLOC(Q) = |Gl (c)-
Moreover, G is uniformly continuous, so we can find § € (0,¢) such that |G(z) — G(z')| < & whenever

|z — 2’| < 4. Finally, consider a regular grid of cubes in R™ of side length §/2; we write Fs for the family
of such cubes that are contained in . Since .£™(9Q) = 0, it is clear that ||JFs| 1 || as § | 0. We write

Fe={QeFs: QnC #0}.
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Then F§ covers C' N |J Fs, so that we can assume by taking § smaller that

/ |G|dx < €]9].
NUF3

For each cube @ € Fy, we choose an arbitrary xg € @ N C that are Lebesgue points of the barycenter
v(x) = U, and such that the oscillation Jensen inequality holds at zg. We also record that

|G(zg) — G(z)| < e forallze Q.
We can also assume that we have a piecewise constant approximation of the barycenter in LP(£2, V)
/ |v — v¥|Pdz < €[], where v° = Z v(zg)lg.
@ QeFg

As a consequence of Proposition 6.2 with 1° = v, ¥ =0 we can find ug € C°(Q, U) such that

(Vag, @) — ]é OV + PBug(v))dz| + [(Vag, Po) — 72 Qg(Vrg + PBug(v))dz| < e

Recall here that & = (14| « |)?. We can begin to estimate

</ Igldx+/ lg — gldz < 2¢[QY],
QAU 73

gdx

so that

QEFy

‘/U}'Egdx_ > [Qlg(zq)| < el

We can estimate further

5 (1Qlatag) - o(aa) / B(tng + i) )| < <l

QeFy
We then have that

Z oz )/ O(Vpg + PBug(z))dr = Z / OV + PBug(v))dx + &1,

QE]'-g er:o
where
&l<e Y / p(2q) — (@)@ (7ag + Bugy(@))da < 8 3 |QI((Vag. Bo) +2)
QG}-D Qe]_-g
(6.4)
<ch Z (/ Vg, o dx+2€|Q|> (/ <Vm,¢>o>dx+259|> ,
QEFy Q

where the integral is finite by the moment condition. We make and recall the abbreviations

= Z ug € C2(Q,U) and ° = Z v(zg)lg € LP(Q,V).
QeFy QeFy

We next look at

Z / v(zq) + Bug(z))dr = Z / r) + Bug(r))dr + &,

QeFy QEeFy

where, by using ||¢|L~ <1,
6] < /|v—v (1+ o+ Buf| + o° + Bu)P~ da

<o =0 @Il + o+ Bus| + [0 + Buf ||

(p—1)/p
<ello= vl ( ([ @+ Bu)ae) 4 o= oI

Since [[v — v [|rr(q) < (e]Q])!/? and the estimation

/ Oy (v + Bu)dx < ¢ </ Ve, Pp)da + €|Q>
Q Q
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from (6.4), we are very close to conclude. Writing

/ o(2)D(0(x) + Buf (z))dw < c/ (14 Jo])Pdz < c2]Q)]
ANUF§ QU F?

and collecting estimates, we have that

/ () Ve, BYdz — / o(2)B(v(z) + Buf (z))d
Q

Q
We have thus showed that the oscillation measure has the right gradient structure.

We carry on with the concentration part. We now consider the functions h(z) = ¢(z)(rg°, ®;°) and
ho(z) = (v5°, ®F,), where we recall that ® = (1 + | « |)?. We have that H = (h, hg) € LY(Q;d)). As
in the previous case, we will apply Lusin’s theorem and Theorem B.4 to find a compact set K C € and a
continuous extension H =: (h, ho) € C(Q), such that

—0 asel0.

MQ\ K) < eA(Q), /Q\K HIAN < eNQ), H|, = H, |Hllu~@ = |Hli~o-

We then choose § € (0,¢) and a collection F§ of cubes in ezact analogy with the case of the oscillation
measures, by replacing £ with A. At this stage we also use the assumption A(9Q2) = 0. Finally, for each
Q € F§, we choose g € @ N K such that the concentration Jensen inequality holds at z¢.

By Proposition 6.2 with 1 = §y and v>° = |Q|_1)\(Q)V‘,;f2 we can find ag, € C°(Q,U) such that

A . A 0o g0 e
‘@(0) + |(QQ|)<1/§§’2,<I>;°> —ig@(%’uQ(x))dx + |Do(0) + |(C§2|) (Voo P0p) — ]i) o (Hiig(r))dz| <e.
We can then estimate
T = T T AQ) v, e >
| waze©) + [ nax /Q\Ufg o <I>(0)+Q;§|Qso( 2) (<I><O>+ o))+

where
&5l < Y /Q|</>w(xQ)lde@(O)lJr?eA(QH/leoIfbh(fEQ)IdA<5QI+36A(Q)-
QeF§

We next focus on

Qgg (|Q‘P(33Q) (‘P(O) + A(QQ|)<VJ‘327¢>§°>) - @(xg)/Q?@(ﬁﬂ%(m))dx> <elq.

Defining u° = ug, on each @ € F§ and extending by zero to the rest of €2, we obtain u® € C*(Q,0).
Further, we have

3 w(wa) [ e(@ie = [ e@e(sige)i e,

QeFe UFs

where

El<a Y / DBy (x))dz < 6 [ =2+ 3 |QI@0(0) + AQ)ho(zq)
Qerg’@ QeFe

<l <5Q| +/ |h0|d)\> < ed (€9 + A(Q))
UFs

where the last integral can be computed explicitly. Collecting, we proved that

/Q(pdx@(())—k/ﬂ<1/§°,®;°>d)\(x)—/Q(p(x)fl)(%lf@(x))dx

The proof is complete. O

—0 asel0.

We conclude these notes with a few remarks. The proofs of this section also apply to the unconstrained
case o/ = 0, when one can choose Z = Idy and &7-quasiconvexity is simply convexity. This has the ad-
vantage that the autonomous convex integrands of p-growth always lie in E,, ,(V), so lower semi-continuity
results for signed functionals are free of technical conditions (cf., Theorem 5.6). Also, the inequalities in
(6.1) follow from the actual Jensen inequality. Therefore, we can obtain an alternative proof of the fact of
Theorem B.6, that each parametrized measure in YP(2,V) can be generated by a sequence that converges
weakly in LP.
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Finally, we briefly discuss the case p = 1, (when we require the PDE constraint to hold in W4 for
some ¢ > 1) which is obviously different since the barycenter of the Young measure retains information
from the concentration part. Technically, this difference is seen since if ®(x,z) = (z)z, we have that
¢° =0 for p > 1, but ®7° = ®. However, only the first part of the proof is needed to prove the same
result in the case p = 1. This is, of course, an artifact of weak convergence in L' and of the Dunford—Pettis
criterion, which implies A = 0. If we allow Young measures in Y!(2,V) to be generated by sequences that
converge weakly-* in M (£, V), the Jensen type inequalities become

(f,ve) + A (@) (f1° va) = f(Up + X (2)Dy°)  for L"-ae. x € Q,
(fo,v°) = fo(°) for N-ae. z€Q

x
for all o7-quasiconvex f:V — R satisfying |f| < ¢(1 4+ ). Here we wrote A = A.Z" L Q + \* for the
Radon—Nykodim decomposition of A with respect to Lebesgue measure. For completeness, we mention
that then v = (7, + A*(2)72°)L™ L Q + v2°A° is the decomposition of the barycenter.

An minor adaptation of the proof yields the same result if the barycenter v is an L! function, i.e.,
7 = 0 for A-a.e. x € Q% The characterization result also holds in the case when the barycenter is a
general measure v with /v € W~59(Q, W), but the proof is substantially more involved.

Another important peculiarity of the (general) p = 1 case is that the singular singular Jensen type
inequality is not necessary for the characterization. This remarkable fact can be proved using very recent
powerful results and is very far from being true for p > 1.

80f course, in this case, one need not have A* = 0.
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BIBLIOGRAPHICAL REMARKS

As the original text introducing (oscillation) Young measures, we refer the reader to the L.C. Young’s
book [19], see also [3, 18, 13, 14, 16]. In the context of the compensated compactness framework (CC),
L. Tartar used Young measures in the context of conservation laws [17]. Oscillation Young measures were
also used in [4, 6] to describe variational continuum models for microstructure. The first characterizations
of oscillation Young measures generated by sequences of gradients by duality with quasiconvex functions are
due to D. Kinderlehrer and P. Pedregal [11, 12]. The idea to use a compactification to describe directions
of concentration first appeared in the work [§], due to R. DiPerna and A. Majda, concerning equations
describing incompressible fluids. A characterization of oscillation and concentration effects in sequences
of gradients appeared in [10]. There, unlike in our notes, varifolds are used to capture the concentration
behaviour. Our set up is slightly different and follows that of J.J. Alibert and G. Bouchitté for p =1 [1],
which also differs from the DiPerna—Majda measures. Generalized Young measures were also used more
recently for problems of linear growth in the calculus of variations, see [15].
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APPENDIX A. FUNCTIONAL ANALYSIS

Theorem A.1 (Ascoli-Arzeld). Let (M,d) be a separable metric space. If F C C(M,RY) is a pointwise
bounded® and equi-continuous'® family of functions, then any sequence ( f) from F admits a subsequence
that converges uniformly on all compact subsets of M .

The Ascoli-Arzela theorem implies:

Theorem A.2 (Sequential Banach-Alaoglu). Let X be a separable Banach space and () C X* be a
sequence of bounded linear functionals on X with sup; ||z} | x~ < co. Then there exists a subsequence (7))
and z* € X* such that

*
J
meaning that (x5, x) — (z*,z) for all x € X. Moreover, |z*| x~ < liminf; . [|7;,

* .
x; =" in X7,

X%

We recall briefly that the weak and weakly-* topologies on infinite dimensional spaces cannot be de-
scribed by convergence of sequences. To see this, consider the example X = ¢? and the set A = {\/j e;}ien,
where (e;) is an orthonormal basis. Then 0 lies in the weak closure of A, but no sequence in A converges
weakly to zero. In particular, it is quite important to emphasize that in this course we study weak(ly-*)
sequential lower semi-continuity.

We also have the L? variant of the Ascoli-Arzela theorem:

Theorem A.3 (Riesz—Kolmogorov). Let Q@ C R™ be a bounded Lipschitz domain and 1 < p < co. A
family F C LP(Q,V) is relatively strongly compact if and only if both of the following two conditions hold:
(a) sup,er [|vl[Lr (o) < oo.
(b) sup,cr fonq_p V(@ +h) —v(@)[Pdz — 0 as [h] — 0.

This clearly is a much more stronger requirement on the family of L? functions than the weak com-
pactness criterion in Theorem 1.12(a). The property in (b) can be viewed as an “almost differentiability”
requirement; in fact we can formulate the following:

Remark A.4 (Nikolskil conditions and strong LP-compactness). The condition in (b) can be rephrased as
follows: There exists a continuous, increasing modulus of continuity w: [0,00) — [0,00) with w(0) = 0
such that

/ |v(z + h) —v(x)|Pde < w(|h]) for |h| <1, veF.
QN(Q—h)

In the case when w(t) = t*? for some 0 < a < 1, we have that elements of F are uniformly bounded in
the Nikolskil space Bj, .. These are spaces in which the fractional Sobolev spaces WteP embed locally.
In particular, we see that fractional differentiability and/or embeddings into fractional Sobolev spaces are
very natural sufficient conditions for strong compactness of embeddings into L? spaces.

APPENDIX B. MEASURE THEORY

Proposition B.1 (On convergence in measure). Let Q@ C R™ be a Borel set of finite Lebesque measure
and vj, v € LO(Q,V), the space of equivalence classes of measurable maps from Q into V. Recall that we
say that v; — v in (ZL"-)measure if and only if for any € > 0

" ({x e Q: |vj(z) —v(r)| <e}) =0 asj— oo
If vj(z) — v(x) for L™-a.e. x € Q, then v; — v in measure. If v; — v in measure, then there exists a

subsequence such that vj,(z) = v(z) for L"-a.e. x € L.
If we define

. lv(z) — ()| R

do(v,v) := — dz forv,v e L”(Q,V),

o) = | T )

then dg is a complete metric on L°(Q, V), such that v; = v in measure if and only if do(v;,v) — 0.
On the other hand, there is no metric/topology that corresponds to convergence £"-a.e..

Lemma B.2 (Luzin for normal integrands). Let 2 C R™ be bounded, open, and have £™(2) = 0. Assume
that F: Q x V — R is a normal integrand. Then for each € > 0, there exists a compact subset C. C )
such that £™(2\ C;) < € and the restriction F': C. x V — R is jointly lower semi-continuous.

This can be seen from Step 1 of the proof of [9, Thm. 6.28]. As a consequence, we have:

9meaning sup e £ |f(#)| < oo for allz € M.
Omeaning that for all € > 0, there exists § > 0 such that |f(z) — f(y)| < € whenever d(z,y) < § and f € F; for example,
a uniformly Lipschitz sequence.
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Theorem B.3 (Scorza Dragoni). Let & C R™ be bounded, open, and have £™(Q) = 0. Assume that
F: QxV — R is a Carathéodory integrand. Then for each € > 0, there exists a compact set C. C § such
that L™ (Q\ C¢) < € and the restriction F: Cc x V — R is jointly continuous.

Theorem B.4 (Tietze-Urysohn-Brouwer). Let M be a metric space, A C M be a closed set and F: A — R
be a continuous function. Then there exists continuous function F: M — R such that F(z) = F(x) for all
z € A and sup,¢ 4 |[F(x)| = sup,epr |[F(2)].

Definition B.5 (Parametrized measures). Let M, N be locally compact, separable metric spaces and
A€ MT(M). A measure valued map v: M — M™(N) is said to be (weakly-*) A\-measurable if and only
if the map x — (v(x), ) is A-measurable for each ¢ € Co(N) (see also Theorem B.11 below for notation
and consistency). We will identify the map v with a parametrized measure (v;)zcn, where v, = v(x).

Pertaining to parametrized measures, we will discuss the following disintegration theorem:

Theorem B.6 (Disintegration). Let E, F' be open or closed subsets of (possibly different) Euclidean spaces
and let p € MY (EXF). Denote byy € MT(E) the projection of ji, i.e., v(A) == n(AxF) for all A € B(E).
Then there exists a y-essentially unique, y-measurable parametrized measure (1;)zer C M (F) such that
p="7®ng, ie,

WA = (78 10)(A) = /E /F 14(z, 2)dn(2)dy(z) for A€ B(E x F),

or, equivalently,
|t = [ [ reoiedie for f e LE x Fidg),
ExF EJF

Here we denoted by B(FE) the Borel o-algebra on E. This result plays a crucial role in the back end of
the construction of the Young measures, see Theorem 2.7. A proof can be found in [2, Thm. 2.28].
We will also sparsely use the concept of the push-forward of a measure:

Definition B.7 (Push-forward of a measure). Let (X;,%;), i = 1,2, be measure spaces and j1 be a measure
on X1, and f: X1 — Xy be a measurable mapping. The push-forward of p by f is the measure fup on
X5 defined by

Fan(A) = u(f1(A)) for A€ Dy,

or equivalently

| otren= [ s(s@)inte) whenever go f € L'(Xiidp)
Xo X1

We will now recall the identifications of the duals of important subspaces of B(2), the space of bounded
measurable functions on a measure space €. This is a Banach space under the supremum norm. We follow
[9, Sec. 1.3], where proofs and more detail (in particular, very general assumptions on the underlined
measure spaces) can be found.

For the remainder of this section, we let 2 C R™ be a Lebesgue measurable set. We write ba(Q2) for
the space of finitely additive signed measures on 2 which have bounded total variation, the definition of
which we recall here

oy =sup < >~ |u(A;)]: {A;} C B(Q) finite partition of Q
J

Theorem B.8 (Riesz representation theorem in B). Fach bounded linear functional L on B(2) can be
identified with a unique measure i € ba(Q) via

L(f) = /Qfd,u for f € B(Q), and ||LlL=)- = ||plrv.
Conversely, all such measures define appropriate functionals.
The above result holds for any measure space (not just topological spaces with the Borel o-algebra).

Theorem B.9 (Riesz representation theorem in Cp). Each bounded linear functional L on Cy(€2) can be
identified with a unique measure p € rba(Q) via

L(f) = /Q fdu for f € CyQ) and |Llcysy = .

Conversely, all such measures define appropriate functionals.
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Here we wrote C, () for the space of continuos and bounded functions on 2, which is a closed subspace
of L=(Q), and rba(f2) for the subspace of (inner and outer) regular measures in ba(£2). Recall that we say
that u € ba(Q) is regular if

pE(A) = inf{p=(0): O > A, O open} and pF(A) =sup{u*(C): C C A, C compact},
where p = p* — = is a Hahn—Jordan decomposition of the signed measure p.

The result of Theorem B.9, holds more generally for normal Hausdorfl spaces Q (with the Borel o-
algebra). It is however of little use to us in this form, as we lack good (weakly-*) compactness properties
unless Cp(€2) is separable, which is the case if and only if © is compact and metrizable [9, Thm. 1.194]. For
completeness of this presentation, we mention in passing the result of Alexandrov that, if € is compact,
then measures in rba(Q2) are in fact countably additive [9, Thm. 1.191].

If Q C R™ is compact, it is easy to see that we can identify Cy(Q2) with C(2), in which case we have:

Theorem B.10 (Riesz representation theorem in C). Let K C R™ be compact. Then each bounded linear
functional L on C(K) can be identified with a unique measure p € M(K) via

L) = [ fu tor f € CK) and e = v
Conversely, all such measures define appropriate functionals.

This version holds generally for compact and Hausdorff topological spaces K. Finally, we record the
locally compact version, where we write Cq(Q2) for the uniform closure of compactly supported continuous
functions, C.(£2).

Theorem B.11 (Riesz representation theorem in Cy). Each bounded linear functional L on Co(Q2) can be
identified with a unique measure p € M(Q) via

L) = [ fu tor feCol®) and |Lleyay = ulry.
Conversely, all such measures define appropriate functionals.

In principle, we will use Theorem B.10 for K = Q being the closure of a bounded open set Q C R™,
in which case C(Q)* ~ M(Q) and use Theorem B.11 for 2 C R™ being an open set, in which case Cy()
is the space of continuous functions vanishing on 92 and/or at infinity and Cg(2)* ~ M(2). We also
mention that the result of Theorem B.11 holds for locally compact Hausdorff spaces 2.

APPENDIX C. CONVEX ANALYSIS

Throughout this section, X denotes a locally convex topological vector space, though the definition of
convexity and of the convex hull does not depend on the topology. Recall that a set S C X is convez if
and only if tz + (1 — t)y € S whenever x,y € S and ¢ € [0,1]. The convexr hull of a set S C X is the
collection of all convex combinations of elements in S and can be described as the smallest convex set that
contains S:

k k

co(S) = {Z)‘imi: keN,z; €S, A\ >0, Z)‘i = 1} = ﬂ{C: S cCc X, C convex}.

i=1 i=1

We will use the notation €6(.S) to denote the closure of co(S). A closed halfspace H is a set of the form
H={zxeX: (z",x) > 1},

where z* € X* is a continuous linear functional on X (for open halfspaces, take strict inequality). Recall:

Theorem C.1 (Hahn—Banach separation theorem). Let X be a locally convex topological vector space and
A, B C X be disjoint, non-empty, convex sets. Then:

(a) if A is open, there exist z* € X* and t € R such that
(x*,x) <t < (z",y) forallze A yeB.
(b) if A is compact and B is closed, there exist * € X* and s, t € R such that
(¥, 2y <s<t<{(a"y) forallze A yeB.
As a consequence, we have:
Lemma C.2. Let X be a locally convex topological vector space and S C X. Then
co(S) = ﬂ {H:SCHCX, H closed halfspace} .
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APPENDIX D. HARMONIC ANALYSIS
Let l<p<oo,p=p/(p—1),LeN.
Theorem D.1 (Hérmander—Mikhlin multiplier theorem). Let m € C®(R™ \ {0}) be zero-homogeneous.

Then
a—1 ¢ DN
77 ()| gy S Illony for f € PR

Here, the inverse Fourier transform is defined as a principal value integral.

We will also define the (homogeneous) negative Sobolev space W™“F(R™). We consider the space of .
For such f we define the norm

The Sobolev space is then defined as the closure of this space in the norm above.

We define the (homogeneous) Sobolev space WP(R") = {f € 2'(R"): D'f € LP(R")}/P,_1(R"),
where we quotiented out the polynomials of degree ¢ — 1. For an open set ) C R™, we define the space
WEP(€2), the closure of the test functions C2°(€2) in the semi-norm || D’ - llLr (o). If Q is bounded, taking the
full Sobolev norm (with lower order derivatives), gives an equivalent definition, by Poincaré’s inequality.
On the other hand, in full space, we have the identification W*P (R™) = Wg’p (R

Irrespective of the boundedness of €, we will define the negative Sobolev space WP (Q) as the dual

space W57 / (Q)*. We have the following standard result:

Proposition D.2. The space er’p(R”) can be identified with the closure of the space of Schwartz func-
tions f € Z(R™) such that f = 0 near 0 in the norm

iG]
7 ( EE )

In other words, we have || + ||W£,p,(R")* ~ ||W,e,p(Rn),

[ fllw—ep(@ny =

LP(R")

11Technically, here we defined the homogeneous Sobolev space Wep (R™). Since we will not use the inhomogeneous space,
we will not make any distinction.
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